
第 １ 章　 绪　 　 论

信息论是人们在长期通信工程的实践中，由通信技术与概率论、随机过程和数理统计相结合而

逐步发展起来的一门学科。 通常人们公认信息论的奠基人是当代伟大的数学家、美国贝尔实验室

杰出的科学家香农（Ｃ􀆰 Ｅ􀆰 Ｓｈａｎｎｏｎ），他在 １９４８ 年发表了著名的论文《通信的数学理论》，为信息论

奠定了理论基础。 近半个世纪以来，以通信理论为核心的经典信息论，正以信息技术为物化手段，
向高精尖方向迅猛发展，并以神奇般的力量把人类社会推入了信息时代。 随着信息理论的迅猛发

展和信息概念的不断深化，信息论所涉及的内容早已超越了狭义的通信工程范畴，进入了信息科学

这一更广阔、更新兴的领域。
本章首先引出信息的概念，进而讨论信息论这一学科的研究对象、目的和内容，并简述本学科

的发展历史、现状和动向。

１􀆰 １　 信息的概念

人类从产生那天起，就生活在信息的海洋之中。
人类社会的生存和发展，无时无刻都离不开接收信息、传递信息、处理信息和利用信息。
自古以来，人们就对信息的表达、存储、传送和处理等问题进行了许多研究。 原始人的“结绳

记事”也许是最初期的表达、存储和传送信息的方法。 我国古代的“烽火告警”是一种最早的快速、
远距离传递信息的方式。 语言和文字则是人类社会用来表达和传递信息的最根本的工具。 造纸术

和印刷术的发明，使信息表示和存储方式产生了一次重大的变革，使文字成为信息记录、存储和传

递的有效手段。 特别是电报、电话和电视的发明，使信息传送快速、便利、远距离，再次出现了信息

加工和传输的变革。 近百年来，随着生产和科学技术的发展，使信息的处理、传输、存储、提取和利

用的方式及手段达到了更新更高的水平。
近代，电子计算机的迅速发展和广泛应用，尤其个人微型计算机得以普及，大大提高了人们处

理加工信息、存储信息及控制和管理信息的能力。
２０ 世纪 ５０ 年代后期，随着计算机技术、微电子技术、传感技术，激光技术、卫星通信和移动通

信技术、航空航天技术、广播电视技术、多媒体技术、新能源技术和新材料技术等新技术的发展和应

用，尤其近年来以计算机为主体的互联网技术的兴起和发展，它们相互结合、相互促进，以前所未有

的威力推动着人类经济和社会高速发展。 正是这些现代新科学、新技术汇成了一股强大的时代潮

流，将人类社会推入到高度信息化的时代。
在当今“信息社会”中，人们在各种生产、科学研究和社会活动中，无处不涉及信息的交换和利

用。 迅速获取信息，正确处理信息，充分利用信息，就能促进科学技术和国民经济的飞速发展。 可

见，信息的重要性是不言而喻的。
那么，什么是信息呢？

１􀆰 信息、情报、知识、消息及信号间的区别与联系

信息是信息论中最基本、最重要的概念，它是一个既抽象又复杂的概念。 这一概念和在实践中

提出来的其他科学概念一样，是在人类社会互通情报的实践过程中产生的。 在现代信息理论形成

之前的漫长时期中，信息一直被看作是通信消息的同义词，没有赋予它严格的科学定义。 到了 ２０
世纪 ４０ 年代末，随着信息论这一学科的诞生，信息的含义才有了新的拓展。
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在日常生活中，信息常常被认为就是“消息”、“情报”、“知识”、“情况”等。 的确，信息与它们

之间是有着密切联系的。 但是，信息的含义更深刻、更广泛，它是不能等同于消息、情报、知识和情

况的。
● 信息不等同于情报。
情报往往是军事学、文献学方面的习惯用词。 如“对敌方情况的报告”，“文献资料中对于最新

情况的报道或者进行资料整理的成果”等称为情报。 在“情报学”这一新学科中，它们对于“情报”
是这样定义的，“情报是人们对于某个特定对象所见、所闻、所理解而产生的知识”。 可见，情报的

含义要比“信息”窄得多。 它只是一类特定的信息，不是信息的全体。
● 信息也不等同于知识。
知识是人们根据某种目的，从自然界收集得来的数据中，整理、概括、提取得到有价值的、人们

所需的信息。 知识是一种具有普遍和概括性质的高层次的信息。 例如，如图 １􀆰 １ 所示，有一堆 Ａ、Ｂ
两所大学学生的考试成绩数据。 为了了解 Ａ、Ｂ 两所大学学生的学习成绩水平的差别，而进行统计

处理，得到一张曲线图，从中获得了有关 Ａ、Ｂ 两所大学学生学习水平的知识。 当然，还可以从这堆

数据中获得其他有关知识（两所大学男、女生成绩差别等）。 又例如，获得大量的遥感图片数据，根
据不同目的，处理后可以得到不同的知识（地质知识、地形知识、水源知识等）。 由此可知，知识是

以实践为基础，通过抽象思维，对客观事物规律性的概括。 知识信息只是人类社会中客观存在的部

分信息。 所以知识是信息，但不等于信息的全体。

图 １􀆰 １　 统计处理后的分布曲线

● 信息也不等同于消息。
人们也常常错误地把信息等同于消息，认为得到了消息，就是得到了信息。 例如，当人们收到

一封电报，接到一个电话，收听了广播或看了电视等以后，就说得到了“信息”。 的确，人们从接收

到的电报、电话、广播和电视的消息中能获得各种信息，信息与消息有着密切的联系。 但是，信息与

消息并不是一件事，不能等同。
我们知道，在电报、电话、广播、电视（也包括雷达、导航、遥测）等通信系统中传输的是各种各

样的消息。 这些被传送的消息有着各种不同的形式，如文字、符号、数据、语言、音符、图片、活动图

像等。 所有这些不同形式的消息都是能被人们感觉器官所感知的，人们通过通信，接收到消息后，
得到的是关于描述某事物状态的具体内容。 例如，听气象广播，气象预报为“晴间多云”，这就告诉

了我们某地的气象状态，而“晴间多云”这广播语言则是对气象状态的具体表述。 又如，我们收到

一份电报为“母病愈”，则得知了母亲的身体健康状况，报文“母病愈”是对母亲身体健康状况的一

种描述。 再如电视中转播球赛，人们从电视图像中看到了球赛进展情况，而电视的活动图像则是对

球赛运动状态的描述。 可见，语言、报文、图像等消息都是对客观物质世界的各种不同运动状态或存

在状态的表述。 当然，消息也可用来表述人们头脑里的思维活动。 例如，朋友给你打电话，电话中说：
“我想去上海”，你就得知了你朋友的想法。 这时，此语言消息则反映了人的主观世界———大脑物质的

思维运动所表现出来的思维状态。
因此，用文字、符号、数据、语言、音符、图片、图像等能够被人们感觉器官所感知的形式，把客观
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物质运动和主观思维活动的状态表达出来就成为消息。
构成消息的各种形式必须具备两个条件：一是能被人们感知和理解的，二是可以进行传递和获

取的。
可见，消息中包含信息，是信息的载体。 得到消息，从而获得信息。 同一则信息可用不同的消

息形式来载荷。 如前例中，球赛进展情况可用电视图像、广播语言、报纸文字等不同消息来表述。
而一则消息也可载荷不同的信息，它可能包含非常丰富的信息，也可能只包含很少的信息。 因此，
信息与消息是既有区别又有联系的。

● 既然信息不同于消息，当然也不同于信号。
在各种实际通信系统中，往往为了克服时间或空间的限制而进行通信，必须对消息进行加工处

理。 把消息变换成适合信道传输的物理量，这种物理量称为信号（如电信号，光信号，声信号，生物

信号等）。
信号携带着消息，它是消息的物理体现，是消息的运载工具。 如前例中，“母病愈”这种关于母

亲身体健康状况的信息，用汉文“母病愈”的消息来表述，然后通过电报系统传送到另一地的收信

者。 因为这个电报系统的传递信道是无线电电波信道，所以汉文消息不能直接在信道中传输。 一

般，需先将汉文（如“母病愈”）变换成四位码，然后变换成由点、划和空隔三种符号组成的莫尔斯

码，再转换成脉冲电信号，然后经过调制变成高频调制电信号，才能在信道中传输。 此时，脉冲电信

号或高频调制电信号都载荷着汉文消息，表述了母亲身体健康的一种状态。 在通信系统的接收端，
通过解调，反变换，若无干扰的话就可恢复成原汉文消息———“母病愈”。 收信者收到报文后，就得

知了母亲病愈，身体健康，从而获得了信息。 可见，信号携带信息，但不是信息本身。 同样，同一信

息可用不同的信号来表示，同一信号也可表示不同的信息。 例如，红、绿灯信号。 若在十字路口，
红、绿灯信号表示能否通行的信息。 若在电子仪器面板上，红、绿灯信号却表示仪器是否正常工作

或者表示高低电压等信息。 所以，信息、消息和信号是既有区别又有联系的三个不同的概念。

２􀆰 哈特莱、维纳、朗格等人对信息的定义

关于信息的科学定义，到目前为止，国内外已有不下百余种流行的说法。 它们都是从不同的侧

面和不同的层次来揭示信息的本质的。
哈特莱（Ｒ􀆰 Ｖ􀆰 Ｌ􀆰 Ｈａｒｔｌｅｙ）是最早对信息进行科学定义的。 他在 １９２８ 年发表的《信息传输》一

文中，首先提出“信息”这一概念。 他认为，发信者所发出的信息，就是他在通信符号表中选择符号

的具体方式，并主张用所选择的自由度来度量信息。
哈特莱的这种理解在一定程度上能够解释通信工程中的一些信息问题，但它存在着严重的局

限性。 首先，他所定义的信息不涉及信息的价值和具体内容，只考虑选择的方式。 其次，即使考虑

选择的方式，但没有考虑各种可能选择方式的统计特性。 正是这些缺陷严重地限制了它的适用

范围。
１９４８ 年，控制论的创始人之一，美国科学家维纳（Ｎ􀆰 Ｗｉｅｎｅｒ）出版了《控制论———动物和机器中

通信与控制问题》一书。 维纳在该书中是这样来论述信息的，他指出：“信息是信息，不是物质，也
不是能量”①。 这就是说，信息就是信息自己，它不是其他什么东西的替代物，它是与“物质”、“能
量”同等重要的基本概念。 正是维纳，首先将“信息”上升到“最基本概念”的位置。

后来，维纳在《人有人的用处》②一书中，提出：“信息是人们适应外部世界并且使这种适应反作

用于外部世界的过程中，同外部世界进行互相交换的内容的名称。”又说：“接收信息和使用信息的

过程，就是我们适应外部世界环境的偶然性变化的过程，也是我们在这个环境中有效地生活的过

·３·
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程。”“要有效地生活，就必须有足够的信息。”的确，信息对人类的生存是很重要的，但是信息不仅

仅与人类有关，不仅仅是人与外部世界交换的内容。 在自然界中，一切生物体都在与外部世界进行

着互相交换信息，一切生物体都有它们独自的接收信息和交换信息的方式。 俗话说“禽有禽言，兽
有兽语”，这是动物之间特别是群体动物之间传递信息的方式。 人们发现动物之间可以利用气味、
声音、不同的运动姿态，乃至超声波、电磁场等多种方式来传递信息。 另外，信息的确是人们与外部

世界互相交换的内容，但是，人们在与外部世界相互作用过程中，还进行着物质与能量的交换。 这

样就又把信息与物质、能量混同起来。 所以，维纳关于信息的定义是不确切的。
关于信息的定义，有人提出用变异度、差异量来度量信息，认为“信息就是差异”。 这种说法的典

型代表是意大利学者朗格（Ｇ􀆰 Ｌｏｎｇｅ）。 他在 １９７５ 年出版的《信息论：新的趋势与未决问题》一书序言

中，提出：“信息是反映事物的形式、关系和差别的东西。 信息是包含于客体间的差别中，而不是在客

体本身中。”“在通信中仅仅差别关系是重要的。”也就是说，他定义信息是客体之间的相互差异。 的

确，宇宙内到处存在着差异，差异的存在使人们存在着“疑问”和“不确定性”。 从这个角度看，差异确

是信息。 但是，并不能说没有差异就没有信息。 所以，这样定义的信息也是不全面的、不确切的。

３􀆰 香农信息的定义

香农在 １９４８ 年发表了一篇著名的论文———《通信的数学理论》。 他从研究通信系统传输的实

质出发，对信息做了科学的定义，并进行了定性和定量的描述。
如前所述，各类通信系统———电报、电话、广播、电视、雷达、遥测……等传送的是各种各样的消

息。 消息的形式可以不同，但它们都是能被传递的，能被人们感觉器官（眼、耳、触觉等）所感知的，
而且消息表述的是客观物质和主观思维的运动状态或存在状态。

图 １􀆰 ２　 通信系统框图

香农将各种通信系统概括成如图 １􀆰 ２ 所示的框图。 在各种

通信系统中，其传输的形式是消息。 但消息传递过程的一个最基

本、最普通却又不十分引人注意的特点是：收信者在收到消息以

前是不知道消息的具体内容的。 在收到消息以前，收信者无法判

断发送者将会发来描述何种事物运动状态的具体消息；他更无法

判断是描述这种状态还是那种状态。 再者，即使收到消息，由于干扰的存在，他也不能断定所得到

的消息是否正确和可靠。 总之，收信者存在着“不知”、“不确定”或“疑问”。 通过消息的传递，收
信者知道了消息的具体内容，原先的“不知”、“不确定”和“疑问”消除或部分消除了。 因此，对收

信者来说，消息的传递过程是一个从不知到知的过程，或是从知之甚少到知之甚多的过程，或是从

不确定到部分确定或全部确定的过程。 如果不具备这样一个特点，那就根本不需要通信系统了。
试想，如果收信者在收到电报或接听到电话之前就已经知道报文或电话的内容，那还要电报、电话

系统干什么呢？
由于主、客观事物的运动状态或存在状态是千变万化的、不规则的、随机的，因此在通信以

前，收信者存在“疑义”和“不知”。 例如，在电报通信中，收报人在收到报文前，首先他不知何人

会给他发电报，而且也不知将要告诉他什么事情。 只有当他收到报文是“母病愈”后，才能确定

是他家人告诉他母亲的身体情况。 其次，报文“母病愈”是母亲身体健康状态的一种描述，而母

亲身体健康情况会表现出不同的状态，到底出现的是什么状态是随机的、变化的。 收信者在看

到报文以前，他不能确定母亲身体健康状态如何，也存在“不确定性”。 只要报文是清楚的，在传

递过程中没有差错，那么，他收到报文以后，他原来所有的“不确定性”都没有了，他就获得了所

有的信息。 如果在传递过程中存在着干扰，使报文完全模糊不清，收信者收到报文以后，原先所

具有的不确定性一点也没有减少，他就没有获得任何信息。 如果干扰使报文发生部分差错，使
收信者原先的不确定性减少了一些，但没有全部消除，他就获得了一部分信息。 所以，通信过程
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是一种消除不确定性的过程。 不确定性的消除，就获得了信息。 原先的不确定性消除得越多，
获得的信息就越多。 如果原先的不确定性全部消除了，就获得了全部的信息；若消除了部分不

确定性，就获得了部分信息；若原先不确定性没有任何消除，就没有获得任何信息。 由此可见，
信息是事物运动状态或存在方式的不确定性的描述。 这就是香农信息的定义。

从以上分析可知，在通信系统中形式上传输的是消息，但实质上传输的是信息。 消息只是表达

信息的工具，载荷信息的客体。 显然，在通信中被利用的（亦即携带信息的）实际客体是不重要的，
而重要的是信息。 信息较抽象，而消息是较具体的，但还不一定是物理性的。 通信的结果是消除或

部分消除不确定性从而获得信息。

４􀆰 香农信息的度量

根据香农的有关信息的定义，信息如何测度呢？ 当人们收到一封电报，或听了广播，或看了电

视，到底得到多少信息量呢？ 显然，信息量与不确定性消除的程度有关。 消除多少不确定性，就获

得多少信息量。 那么，不确定性的大小能度量吗？
用数学的语言来讲，不确定性就是随机性，具有不确定性的事件就是随机事件。 因此，可运用

研究随机事件的数学工具———概率论和随机过程来测度不确定性的大小。 若从直观概念来讲，不
确定性的大小可以直观地看成是事先猜测某随机事件是否发生的难易程度。

例如，假设有甲、乙两个布袋，各袋内装有大小均匀，手感完全一样的球 １００ 个。 甲袋内红、白
球各 ５０ 个，乙袋内有红、白、蓝、黑四种球，各 ２５ 个。 现随意从甲袋或乙袋中取出一球，并猜测取出

的是什么颜色的球，这事件当然具有不确定性。 显然，从甲袋中摸出是红球要比从乙袋中摸出是红

球容易得多。 这是因为，在甲袋中只在“红”与“白”两种颜色中选择一种，而且“红”与“白”机会均

等，即摸取的概率各为 １ ／ ２。 但在乙袋中，红球只占 １ ／ ４，摸出是红球的可能性就小。 自然，“从甲袋

中摸出的是红球”比“从乙袋中摸出的是红球”的不确定性来得小。 从这个例子可以得出，不确定

性的大小与可能发生的消息数目及各消息发生的概率有关。
再如气象预报，我们知道可能出现的气象状态有许多种。 以十月份北京地区天气为例，经常出现

的天气是“晴间多云”、“晴”或“多云”，其次是“多云转阴”、“阴”、“阴有小雨”等，而“小雪”这种天气

状态出现的概率是极小的，“大雪”的可能性则更小更小。 因此，在听气象预报前，我们大体上能猜测

出天气的状况。 由于出现“晴间多云”、“晴”或“多云”的可能性大，我们就比较能确定这些天气状况

的出现。 当预报明天白天“晴间多云”或“晴”，我们并不觉得稀奇，因为和我们猜测的是基本一致，所
消除的不确定性要小，获得的信息量就不大。 而出现“小雪”的概率很小，我们很难猜测它是否会出

现，所以这事件的不确定性很大。 如果预报是“阴有小雪”，我们就要大吃一惊，感到气候反常，这时就

获得了很大的信息量。 出现“大雪”的概率更小，几乎是不可能出现的现象，它的不确定性更大。 如果

一旦出现“大雪”的气象预报，我们将万分惊讶，这时将获得更大的信息量。 由此可知，某一事物状态

出现的概率越小，其不确定性越大；反之，某一事物状态出现的概率接近于 １，即预料中肯定会出现的

事件，那它的不确定性就接近于零。
这两个例子告诉我们：某一事物状态的不确定性的大小，与该事物可能出现的不同状态数及各状

态出现的概率大小有关。 既然不确定性的大小能够度量，可见信息是可以测度的。
（１） 样本空间

我们把某事物各种可能出现的不同状态，即所有可能选择的消息的集合，称为样本空间。 每个

可能选择的消息是这个样本空间的一个元素。
（２） 概率测度

对于离散消息的集合，概率测度就是对每一个可能选择的消息指定一个概率（非负的，且总和为 １）。
（３） 概率空间

一个样本空间和它的概率测度称为一个概率空间。
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一般概率空间用［Ｘ，Ｐ］来表示。 在离散情况下，Ｘ 的样本空间可写成｛ａ１，ａ２，…，ａｑ｝。 样本空

间中选择任一元素 ａｉ 的概率表示为 ＰＸ（ａｉ），其脚标 Ｘ 表示所考虑的概率空间是 Ｘ。 如果不会引起

混淆，脚标可以略去，写成 Ｐ（ａｉ）。 所以在离散情况下，概率空间为

Ｘ
　 Ｐ（ｘ） 　

é

ë
ê
ê

ù

û
ú
ú ＝

ａ１， ａ２， …， ａｑ

　 Ｐ（ａ１）， Ｐ（ａ２）， …， Ｐ（ａｑ） 　

é

ë

ê
ê

ù

û

ú
ú

其中 Ｐ（ａｉ）就是选择符号 ａｉ 作为消息的概率，称为先验概率。
（４） 自信息

在接收端，对是否选择这个消息（符号）ａｉ 的不确定性是与 ａｉ 的先验概率成反比的，即对 ａｉ 的

不确定性可表示为先验概率Ｐ（ａｉ）的倒数的某一函数。 我们取该函数为对数函数，并把这样定义

的不确定性称为该消息（符号）ａｉ 的自信息，即

Ｉ（ａｉ） ＝ ｌｏｇ １
Ｐ（ａｉ）

（１􀆰 １）

（５） 互信息

由于信道中存在干扰，假设接收端收到的消息（符号）为 ｂ ｊ，这个 ｂ ｊ 可能与 ａｉ 相同，也可能与 ａｉ

有差异。 我们把条件概率 Ｐ（ａｉ ｂ ｊ）称为后验概率，它是接收端收到消息（符号）ｂ ｊ 后而发送端发的

是 ａｉ 的概率。 那么接收端收到 ｂ ｊ 后，发送端发送的符号是否是 ａｉ 尚存在的不确定性，应是后验概

率的函数，即是 ｌｏｇ １
Ｐ（ａｉ ｂ ｊ）

。 于是，收信者在收到消息（符号）ｂ ｊ 后，已经消除的不确定性为：先验

的不确定性减去尚存在的不确定性。 这就是收信者获得的信息量，定义为互信息，即

Ｉ（ａｉ；ｂ ｊ） ＝ ｌｏｇ １
Ｐ（ａｉ）

－ ｌｏｇ １
Ｐ（ａｉ ｂ ｊ）

（１􀆰 ２）

　 　 如果信道没有干扰，信道的统计特性使 ａｉ 以概率 １ 传送到接收端。 这时，收信者接到消息后，

尚存在的不确定性就等于零，即 Ｐ（ａｉ ｂ ｊ）＝ １，ｌｏｇ １
Ｐ（ａｉ ｂ ｊ）

＝ ０，不确定性全部消除。 由此得互信息

Ｉ（ａｉ；ｂ ｊ） ＝ Ｉ（ａｉ） （１􀆰 ３）
　 　 收信者就获得了消息 ａｉ 所含有的全部信息量。

以上就是香农关于信息的定义和度量。 通常也称为概率信息。
（６） 香农信息定义的优点

香农定义的信息概念在现有的各种理解中，它比较深刻，有许多优点。
● 首先，它是一个科学的定义，有明确的数学模型和定量计算。
● 其次，它与日常用语中的信息的含意是一致的。 例如，设某一事件 ａｉ 发生的概率等于 １，即
ａｉ 是预料中一定会发生的必然事件，如果事件 ａｉ 果然发生了，收信者将不会得到任何信息

（日常含义），因为他早知道 ａｉ 必定发生，不存在任何不确定性。

根据式（１􀆰 １），因为 Ｐ（ａｉ）＝ １，所以得　 　 　 Ｉ（ａｉ）＝ ｌｏｇ １
Ｐ（ａｉ）

＝ ０

即自信息等于零。 反之，如果 ａｉ 发生的概率很小，即猜测它是否发生的不确定性很大，一旦 ａｉ

果然发生了，收信者就会觉得很意外和惊讶，获得的信息量很大。 根据式（１􀆰 １），因为Ｐ（ａｉ）≪１，
故得

Ｉ（ａｉ）＝ ｌｏｇ １
Ｐ（ａｉ）

≫１

● 再者，它排除了对信息一词某些主观上的含义。 根据上述定义，同样一个消息对任何一个收信

者来说，所得到的信息量（互信息）都是一样的。 因此信息的概念是纯粹的形式化的概念。
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（７） 香农信息定义的缺陷

香农定义的信息有其局限性，存在一些缺陷。
● 首先，我们已经看到，这个定义的出发点是假定事物状态可以用一个以经典集合论为基础的

概率模型来描述。 然而对实际某些事物运动状态或存在状态要寻找一个合适的概率模型往

往是非常困难的。 对某些情况来讲，是否存在这样一种模型还值得探讨。 而且这个定义只

考虑概率引发的不确定性，不考虑由于其他因素如模糊性等而造成的不确定性。
● 其次，这个定义和度量没有考虑收信者的主观特性和主观意义，也撇开了信息的具体含意、

具体用途、重要程度和引起后果等因素。 这就与实际情况不完全一致。 例如，当得到同一消

息后，对不同的收信者来说常会引起不同的感情、不同的关心程度、不同的价值，这些都应认

为是获得了不同的信息。 又例如，甲乙两人同去听一段音乐，若甲者缺乏欣赏音乐的起码知

识和必要训练的话，这种信息就不能发生什么作用；若乙者是一位训练有素的音乐家，那么

他将从这段音乐中获得大量信息。 因此，信息有很强的主观性和实用性。
由此可见，香农信息的定义和度量是科学的，是能反映信息的某些本质的；但却是有缺陷的、有

局限的。 这样就使它的适用范围受到严重的限制。

５􀆰 信息的广义概念

（１） 信息是物质世界的三大支柱之一

目前，哲学家和科学家普遍认为，物质、能量和信息是物质世界的三大支柱，是科学历史上三个

最重要的基本概念。
世界是物质的。 没有物质就没有世界，就没有一切，也就没有信息。 可以说信息与物质同存，

信息是物质的一种普遍属性。
在物质世界中任何事物都处于永恒的运动和普遍的相互作用之中。 只要有运动和相互作用的

事物，就需要有能量，也就会产生各种各样事物运动的状态和方式，就产生信息。 信息是作为物质

存在方式和状态的自身显示，同样也是相互作用的自身显示。 可见，信息源于物质世界本身，源于

物质世界的运动和相互作用之中，所以信息是普遍存在的。
信息是物质的属性，但不是物质自身，信息具有相对独立性。 事物运动的状态和方式一旦体现

出来，就可以脱离原来的事物而相对独立地载附于别的事物上，而被提取、变换、传递、存储、加工或

处理。 因此，信息不等于它的源事物，也不等于它的载体。 信息虽不等于物质本身，但它也不可能

脱离物质而独立存在，必须以物质为载体，以能量为动力。 这三者是相辅相成，缺一不可的。 这也

正是信息的绝对性、普遍性和独立性。
正是信息的这种相对独立性，使得它可以被传递、复制、存储和扩散。 这就是信息的可贵特

性———共享性。 信息的共享是无限的。 只要是无干扰和全息传递，共享的信息就是完全等同的，并
不因为信息被共享后而使原占有者丢失信息。 所以，信息传播、扩散越快、越广，就越加速推动人类

社会的发展和进步。 可以说，信息的共享性对人类社会的发展有着特别重要的意义。
信息作为事物运动和相互作用的自身显示，与事物及它们的运动和相互作用一样是永恒的、无

限的、动态的。 事物每时每刻都在与其他事物的相互作用及自身的运动中改变着自身的信息，所以

信息永远在产生、演变、更新。 而且人类对信源信息的认识也是有时间性的。 虽然认识的信息一旦

形成被存储起来，在一般情况下绝不会自行发生变化，但是信源的信息却在不断地变化着，因此主

观认识信息有个衰老的问题，从而失去本身的价值。 所以，信息是有时效性的。
综上所述，信息具有以下主要特性：
① 信息、物质、能量统一于事物一身，信息和物质一起规定着事物的功能。
② 信息的存在具有普遍性、无限性、动态性、时效性和相对独立性。
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③ 信息具有可传递性、可转换性、可扩散性、可复制性、可存储性和可分割性，因而具有可

共享性。
④ 信息具有可度量性。 信息量守恒是客观事物固有的特性。 信息不因认识而消失，也不因传

递、复制和扩散而增值。
（２） 语法、语义、语用信息

从这种观点出发，我国学者钟义信教授在本体论的层次（最高、最普遍的层次，也是无约束条

件的层次）上，对信息做了定义。 他认为：“信息就是事物运动的状态和方式，就是关于事物运动的

千差万别的状态和方式的知识。” ［１４］

钟义信教授又在本体信息的基础上，引入认识主体的一些约束条件，从而又提出了语法信息、
语义信息和语用信息三个不同的定义。

语法信息是事物运动状态和状态改变的方式的本身。 所以它不涉及这些状态的含义和效用，是
最抽象最基本的层次。 它只研究事物运动各种可能出现的状态，以及状态之间的关系。 香农的信息

定义正是属于这个层次，是从概率统计角度来研究事物运动各种可能出现的状态及状态间的关系，因
此是概率性的语法信息，它能较好地解决通信工程这样一类信息传递的问题。

语义信息是事物运动状态和方式的具体含义。 这是研究各种状态和实体间的关系，即研究信

息的具体含义。
语用信息是事物运动状态和方式及其含义对观察者的效用，或者是相对于某种目的的效用。

这是研究事物运动状态和方式与使用者的关系，即研究信息的主观价值。
在这些信息定义的基础上，他提出了对语法信息的统一的度量形式，又建立了语义信息量、语

用信息量和综合语用信息量等概念和度量。 这综合语用信息量在特定条件下可以转换为其他信息

度量，而且可以在特定条件下转化成目前国际上学术界认可的任一信息量公式。
显然，此处的信息概念已远远超出了原来通信领域的范畴。
由于人们对信息的本质认识还不够充分，因此国际上尚未形成一个普遍公认的、完整的、确切

的定义。 为此，有关信息的定义和其测度的研究还在不断地深入。 我们深信，随着人们对信息这一

概念的不断深入研究，将会得出更合理、更确切的信息的定义和测度，达到彻底揭示信息的本质，全
面和准确地把握信息。

１􀆰 ２　 信息论研究的对象、目的和内容

１􀆰 信息论研究的对象

从关于信息概念的讨论中，我们已经看到：各种通信系统如电报、电话、电视、广播、遥测、遥控、
雷达和导航等，虽然它们的形式和用途各不相同，但本质是相同的，都是信息的传输系统。 为了便

于研究信息传输和处理的共同规律，我们将各种通信系统中具有共同特性的部分抽取出来，概括成

一个统一的理论模型，如图 １􀆰 ３ 所示。 通常称它为通信系统模型。

图 １􀆰 ３　 通信系统模型

这个通信系统模型也适用于其他的信息流通系统，如生物有机体的遗传系统、神经系统、视觉

系统等。 甚至人类社会的管理系统都可概括成这个模型。
信息论研究的对象正是这种统一的通信系统模型。 人们通过系统中消息的传输和处理来研究
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信息传输和处理的共同规律。
通信系统模型主要分成下列五部分。
（１） 信息源（简称信源）：顾名思义，信源是产生消息和消息序列的源。 它可以是人、生物、机

器或其他事物。 它是事物各种运动状态或存在状态的集合。 如前所述，“母亲的身体状况”，“各种

气象状态”等客观存在是信源。 人的大脑思维活动也是一种信源。 信源的输出是消息，消息是具

体的，但它不是信息本身。 消息携带着信息，消息是信息的表达者。
另外，信源可能出现的状态（即信源输出的消息）是随机的、不确定的，但又有一定的规律性。
（２） 编码器：编码是把消息变换成信号的措施，而译码就是编码的反变换。 编码器输出的是适

合信道传输的信号，信号携带着消息，它是消息的载荷者。
一般编码器可分为两种，即信源编码器和信道编码器。 信源编码是对信源输出的消息进行适

当的变换和处理，目的是为了提高信息传输的效率。 所以又称为信源压缩编码。 而信道编码是为

了提高信息传输的可靠性而对消息进行的变换和处理，又称为信道纠错编码。 当然对于各种实际

的通信系统，编码器还应包括换能、调制、发射等各种变换处理。 在保密通信系统中，还应该包括加

密编码，目的是为了提高信息传输的安全性和证实性。
（３） 信道：信道是指通信系统把载荷消息的信号从甲地传输到乙地的媒介或通道。 在狭义的

通信系统中实际信道有明线、电缆、波导、光纤、无线电波传播空间等，这些都是属于传输电磁波能

量的信道。 当然，对广义的通信系统来说，信道还可以是其他的传输媒介。
信道除了传送信号以外，还有存储信号的作用，如磁带、光盘或书写通信方式等。
在信道中引入噪声和干扰，这是一种简化的表达方式。 为了分析方便起见，把在系统其他部分

产生的干扰和噪声都等效地折合成信道干扰，看成是由一个噪声源产生的，它将作用于所传输的信

号上。 这样，信道输出的是已叠加了干扰的信号。 由于干扰或噪声往往具有随机性，因此信道的特

性也可以用概率空间来描述，而噪声源的统计特性又是划分信道的依据。
（４） 译码器：译码就是把信道输出的编码信号（已叠加了干扰）进行反变换，一般认为这种变换是

可逆的。 译码器一般也可分成信源译码器和信道译码器。 若在保密通信系统中，应还包括解密译码。
（５） 信宿：信宿是消息传送的对象，即接收消息的人或机器。 信源和信宿可处于不同地点和不

同时刻。
图 １􀆰 ３ 给出的模型只适用于收发两端单向通信的情况。 它只有一个信源和一个信宿，信息传

输也是单向的。 更一般的情况是：信源和信宿各有若干个，即信道有多个输入和多个输出，另外信

息传输方向也可以双向进行。 例如，广播通信是单个输入，多个输出的单向传输的通信；而卫星通

信网则是多个输入，多个输出和多向传输的通信。 要研究这些通信系统，我们只需对两端单向通信

系统模型做些适当修正，就可引出网络通信系统模型。 因此，图 １􀆰 ３ 的通信系统模型是最基本的。
近年来，以计算机为核心的大规模信息网络，尤其是互联网的建立和发展，对信息传输的质量要求

更高了。 不但要求既快速有效又能可靠地传递信息，而且还要求信息传递过程中保证信息的安全保密，
不被伪造和窜改。 因此，在编码器这一环节中还需加入加密编码。 相应地，在译码器中加入解密译码。

为此，我们把图 １􀆰 ３ 的通信系统模型中编（译）码器分成信源编（译）码、信道编（译）码和加密

（解密）编（译）码三个子部分。 这样，信息传输系统的基本模型如图 １􀆰 ４ 所示。

２􀆰 信息论研究的目的

研究如图 １􀆰 ４ 所示的这样一个概括性很强的通信系统，其目的就是要找到信息传输过程的共同

规律，以提高信息传输的可靠性、有效性、保密性和认证性，使信息传输系统达到最优化。
所谓可靠性高，就是要使信源发出的消息经过信道传输以后，尽可能准确地、不失真地再现在

接收端。
·９·
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图 １􀆰 ４　 信息传输系统的模型

所谓有效性高，就是经济效果好，即用尽可能短的时间和尽可能少的设备来传送一定数量的

信息。
以后我们会看到，提高可靠性和提高有效性常常会发生矛盾，这就需要统筹兼顾。 例如，为了

兼顾有效性（考虑经济效果），有时就不一定要求绝对准确地在接收端再现原来的消息，而是可以

允许一定的误差或一定的失真，或者说允许近似地再现原来的消息。
所谓保密性就是隐蔽和保护通信系统中传送的消息，使它只能被授权接收者获取，而不能被未

授权者接收和理解。
所谓认证性是指接收者能正确判断所接收的消息的正确性，验证消息的完整性，而不是伪造的

和被窜改的。
可靠性、有效性、保密性和认证性四者构成现代通信系统对信息传输的全面要求。
信息传输系统模型不是不变的，它可根据信息传输的要求而定。 在研究信息传输可靠性时，将

信源、信源编码和加密编码都等效成一个信源，而将信宿、信源译码和解密译码都等效成一信宿。
在研究信息传输有效性时，可只考虑信源与信宿之间的信源编（译）码，将其他部分都看成一无干

扰信道。 在考虑信息传输的保密性和认证性时，将信源和信源编码等效成一信源；将信道编码、信
道、噪声源和信道译码等效成一无干扰信道；而将信源译码和信宿等效于信宿。 这样划分是否合理

呢？ 通过全书的讨论，我们可以得出，这样划分是合理的。

３􀆰 信息论研究的内容

关于信息论研究的具体内容是有过争议的。 某些数学家认为信息论只是概率论的一个分支。
当然这种看法是有一定根据的，因为香农信息论确实为概率论开拓了一个新的分支。 但如果把信

息论限制在数学范围内，这就太狭义了。 也有些物理学家认为信息论只是熵的理论，他们对“熵”
特别感兴趣。 当然，熵的概念确实是香农信息论的基本概念之一，但信息论的全部内容要比熵的概

念广泛得多。
目前，对信息论研究的内容一般有以下三种理解。
（１） 狭义信息论，也称经典信息论：它主要研究信息的测度、信道容量及信源和信道编码理论

等问题。 这部分内容是信息论的基础理论，又称香农基本理论。 其研究的各部分内容可用图 １􀆰 ５
来描述。

（２） 一般信息论，也称工程信息论：它主要研究信息传输和处理问题。 除了香农理论以外，还
包括编码理论、保密理论、噪声理论、信号滤波和预测理论、统计检测与估计理论、调制理论及信息

处理理论等。 后一部分内容是以美国科学家维纳（Ｎ􀆰 Ｗｉｅｎｅｒ）为代表的，其中最有贡献的是维纳和

前苏联科学家柯尔莫哥洛夫（А􀆰 Колмогоров）。
虽然维纳和香农等人都运用概率和统计数学的方法来研究准确地或近似地再现消息的问题，

都是为了使消息传送和接收最优化，但他们之间却有一个重要的区别。
维纳研究的重点是在接收端。 研究一个信号（消息）如果在传输过程中被某些因素（如噪声、

非线性失真等）所干扰后，在接收端怎样把它恢复、再现，从干扰中提取出来。 在此基础上，创立了
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最佳线性滤波理论（维纳滤波器）、统计检测与估计理论、噪声理论等。

图 １􀆰 ５　 香农信息论的科学体系

而香农研究的对象则是从信源到信宿之间的全过程，是收、发端联合最优化问题，其重点放在

编码上。 他指出，只要在传输前后对消息进行适当的编码和译码，就能保证在干扰的存在下，最佳

地传送和准确或近似地再现消息。 为此发展了信息测度理论、信道容量理论和编码理论等。
（３） 广义信息论：广义信息论是一门综合、交叉的新兴学科，不仅包括上述两方面的内容，而且

包括所有与信息有关的自然科学和社会科学领域，如模式识别、计算机翻译、心理学、遗传学、生物

学、神经生理学、语言学、语义学甚至包括社会学、人文学和经济学中有关信息的问题。 它也就是新

发展起来的包括光学信息论、量子信息论和生物信息学等新学科在内的信息科学理论。
综上所述，信息论是一门应用概率论、随机过程、数理统计和近世代数的方法，来研究广义

的信息传输、提取和处理系统中一般规律的学科；它的主要目的是提高信息系统的可靠性、有效

性、保密性和认证性，以便达到系统最优化；它的主要内容（或分支）包括香农理论、编码理论、密
码学理论、维纳理论、检测和估计理论、信号设计和处理理论、调制理论和随机噪声理论等。

由于信息论研究的内容极为广泛，而各分支又有一定的相对独立性，因此本书主要论述信息论

的基础理论即香农信息理论（即图 １􀆰 ５ 中间非方框部分的内容）。

１􀆰 ３　 信息论发展简史与信息科学

信息论从诞生到今天，已有半个多世纪的历程，现已成为一门独立的理论学科。 回顾它的发展

历史，我们可以知道理论是如何从实践中经过抽象、概括、提高而逐步形成的。

１􀆰 信息论形成的背景和基础

信息论是在长期的通信工程实践和理论研究的基础上发展起来的。
通信系统是人类社会的神经系统，即使在原始社会也存在着最简单的通信工具和通信系统，这
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方面的社会实践是悠久漫长的。
电的通信系统（电信系统）已有近 ２００ 年的历史了。 在这近 ２００ 年的发展过程中，一个很有意

义的历史事实是：当物理学中的电磁理论及后来的电子学理论一旦有某些进展，很快就会促进电信

系统的创造发明或改进。 这是因为通信系统对人类社会的发展，其关系实在是太密切了。 日常生

活、工农业生产、科学研究及战争等，一切都离不开信息传递和流动。
例如，当法拉第（Ｍ􀆰 Ｆａｒａｄａｙ）于 １８２０ 年至 １８３０ 年期间发现电磁感应的基本规律后，不久莫尔斯

（Ｆ􀆰 Ｂ􀆰 Ｍｏｒｓｅ）就建立起电报系统（１８３２—１８３５）。 １８７６ 年，贝尔（Ａ􀆰 Ｇ􀆰 Ｂｅｌｌ）又发明了电话系统。
１８６４ 年麦克斯韦（Ｍａｘｗｅｌｌ）预言了电磁波的存在，１８８８ 年赫兹（Ｈ􀆰 Ｈｅｒｔｚ）用实验证明了这一预

言。 接着 １８９５ 年英国的马可尼（Ｇ􀆰 Ｍａｒｃｏｎｉ）和俄国的波波夫（А􀆰 С􀆰 Подов）就发明了无线电通信。
２０ 世纪初（１９０７ 年），根据电子运动的规则，福雷斯特（Ｌ􀆰 Ｆｏｒｅｓｔ）发明了能把电磁波进行放大的电

子管。 之后，很快出现了远距离无线电通信系统。 大功率超高频电子管发明以后，电视系统就

建立起来了（１９２５—１９２７）。 电子在电磁场运动过程中能量相互交换的规律被人们认识后，就出

现了微波电子管（最初是磁控管，后来是速调管，行波管）。 接着，在 ２０ 世纪 ３０ 年代末和 ４０ 年

代初的第二次世界大战初期，微波通信系统、微波雷达系统等就迅速发展起来。 ５０ 年代后期发

明了量子放大器，６０ 年代初发明的激光技术，使人类进入了光纤通信的时代。
随着工程技术的发展，有关理论问题的研究也在逐步深入。
１８３２ 年莫尔斯电报系统中高效率编码方法对后来香农的编码理论是有启发的。
１８８５ 年凯尔文（Ｌ􀆰 Ｋｅｌｖｉｎ）曾经研究过一条电缆的极限传信率问题。
１９２２ 年卡逊（Ｊ􀆰 Ｒ􀆰 Ｃａｒｓｏｎ）对调幅信号的频谱结构进行了研究，并明确了边带的概念。
１９２４ 年奈奎斯特（Ｈ􀆰 Ｎｙｑｕｉｓｔ）和屈夫缪勒（Ｋ􀆰 Ｋüｐｆｍüｌｌｅｒ）分别独立地指出，如果以一个确定的

速度来传输电报信号，就需要一定的带宽，证明了信号传输速率与信道带宽成正比。
１９２８ 年哈特莱（Ｒ􀆰 Ｖ􀆰 Ｈａｒｔｌｅｙ）发展了奈奎斯特的理论，并提出把消息考虑为代码或单语的序列。

在 ｓ 个代码中选 Ｎ 个码即构成 ｓＮ 个可能的消息。 他提出“定义信息量 Ｈ＝Ｎｌｏｇｓ”，即定义信息量等于

可能消息数的对数。 其缺点是没有统计特性的概念。 他的理论对后来香农的思想是有很大影响的。
１９３６ 年阿姆斯特朗（Ｅ􀆰 Ｈ􀆰 Ａｒｍｓｔｒｏｎｇ）提出增加信号带宽可以使抑制噪声干扰的能力增强，并

给出了调制指数大的调频方式，使调频实用化，出现了调频通信装置。
１９３９ 年达德利（Ｈ􀆰 Ｄｕｄｌｅｙ）发明了声码器。 当时他提出的概念是：通信所需要的带宽至少应与

所传送的消息的带宽相同。 达德利和莫尔斯都是研究信源编码的先驱者。
但是，一直到 ２０ 世纪 ３０ 年代末，理论工作的一个主要弱点是把消息看成是一个确定性的过

程。 这就与许多实际情况不相符合。 当时所依靠的数学工具主要是经典的傅里叶分析方法，这是

有局限性的。
２０ 世纪 ４０ 年代初期，由于军事上的需要，维纳在研究防空火炮的控制问题时，提出了“平稳时

间序列的外推，内插与平滑及其工程应用”的论文。 他把随机过程和数理统计的观点引入通信和

控制系统中来，揭示了信息传输和处理过程的统计本质。 他还利用早在 ２０ 世纪 ３０ 年代初他本人

提出的“广义谐波分析理论”对信息系统中的随机过程进行谱分析。 这就使通信系统的理论研究

面貌焕然一新，引起了质的飞跃。

２􀆰 香农信息论的建立和发展

１９４８ 年 ６ 月和 １０ 月香农在贝尔实验室出版的著名的《贝尔系统技术》杂志上发表了两篇有关

《通信的数学理论》的文章。 在这两篇论文中，他用概率测度和数理统计的方法系统地讨论了通信

的基本问题，首先严格定义了信息的度量———熵的概念，又定义了信道容量的概念，得出了几个重

要而带有普遍意义的结论，并由此奠定了现代信息论的基础。
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香农理论的核心是：揭示了在通信系统中采用适当的编码后能够实现高效率和高可靠地传输

信息，并得出了信源编码定理和信道编码定理。 从数学观点看，这些定理是最优编码的存在定理。
但从工程观点看，这些定理不是结构性的，不能从定理的结果直接得出实现最优编码的具体途径。
然而，它们给出了编码的性能极限，在理论上阐明了通信系统中各种因素的相互关系，为人们寻找

最佳通信系统提供了重要的理论依据。
（１） 香农信息理论的数学严格化

从 １９４８ 年开始， 信息论的出现引起了一些著名数学家如柯尔莫哥洛夫、 范恩斯坦

（Ａ􀆰 Ｆｅｉｎｓｔｅｉｎ）、沃尔夫维兹（Ｊ􀆰 Ｗｏｌｆｏｗｉｔｚ）等人的兴趣，他们将香农已得到的数学结论做了进一步的

严格论证和推广，使这一理论具有更为坚实的数学基础。 在这方面，１９５４ 年范恩斯坦的论著是有

很大贡献的。
１９５２ 年费诺（Ｒ􀆰 Ｍ􀆰 Ｆａｎｏ）给出并证明了费诺不等式，并给出了关于香农信道编码逆定理的证

明。 １９５７ 年沃尔夫维兹（Ｊ􀆰 Ｗｏｌｆｏｗｉｔｚ）采用了类似典型序列方法证明了信道编码强逆定理。 １９６１
年费诺又描述了分组码中码率、码长和错误概率的关系，并提供了香农信道编码定理的充要性证

明。 １９６５ 年格拉格尔（Ｒ􀆰 Ｇ􀆰 Ｇａｌｌａｇｅｒ）发展了费诺的证明结论并提供了一种简明的证明方法。 而

科弗尔（Ｔ􀆰 Ｍ􀆰 Ｃｏｖｅｒ）于 １９７５ 年采用典型序列方法来证明。 １９７２ 年阿莫托（Ｓ􀆰 Ａｒｉｍｏｔｏ）和布莱哈特

（Ｒ􀆰 Ｂｌａｈｕｔ）分别发展了信道容量的迭代算法。
高斯信道是香农在 １９４８ 年原论文中首先分析和研究的。 １９６４ 年霍尔辛格（Ｊ􀆰 Ｌ􀆰 Ｈｏｌｓｉｎｇｅｒ）

发展了有色高斯噪声信道容量的研究。 １９６９ 年平斯克尔（Ｍ􀆰 Ｓ􀆰 Ｐｉｎｓｋｅｒ）提出了具有反馈的

非白噪声高斯信道容量问题。 科弗尔（ Ｔ􀆰 Ｍ􀆰 Ｃｏｖｅｒ）于 １９８９ 年对平斯克尔的结论给出了简洁

的证明。
（２） 无失真信源编码定理和技术的发展

香农在 １９４８ 年论文中提出了无失真信源编码定理，也给出了简单的编码方法（香农编码）。
麦克米伦（Ｂ􀆰 ＭｃＭｉｌｌａｎ）于 １９５６ 年首先证明了唯一可译变长码的克拉夫特（Ｋｒａｆｔ）不等式。 关于无

失真信源的编码方法，１９５２ 年费诺（Ｆａｎｏ）提出了一种费诺码。 同年，霍夫曼（Ｄ􀆰 Ａ􀆰 Ｈｕｆｆｍａｎ）首先

构造了一种霍夫曼编码方法，并证明了它是最佳码。
２０ 世纪 ７０ 年代后期开始，人们把兴趣放在与实际应用有关的信源编码问题上。 于 １９６８ 年前后，

埃利斯（Ｐ􀆰 Ｅｌｉａｓ）发展了香农—费诺码，提出了算术编码的初步思路。 而里斯桑内（Ｊ􀆰 Ｒｉｓｓａｎｅｎ）在 １９７６
年给出和发展了算术编码。 １９８２ 年他和兰登（Ｇ􀆰 Ｇ􀆰 Ｌａｎｇｄｏｎ）一起将算术编码系统化，并省去了乘

法运算，更为简化、易于实现。 关于通用信源编算法———ＬＺ 码是于 １９７７ 年由齐弗（Ｊ􀆰 Ｚｉｖ）和兰佩

尔（Ａ􀆰 Ｌｅｍｐｅｌ）提出的。 １９７８ 年他们俩又提出了改进算法 ＬＺ⁃７７ 码和ＬＺ⁃７８码，而且齐弗也证明此

方法可达到信源的熵值。 １９８４ 年由韦尔奇（Ｔ􀆰 Ａ􀆰 Ｗｅｌｃｈ）提出了改进的 ＬＺＷ 码。 随后，１９９０ 年贝

尔（Ｔ􀆰 Ｃ􀆰 Ｂｅｌｌ）等在 ＬＺ 算法基础上又做了一系列变化和改进，如 ＬＺＳＳ 码、ＬＺＲＷ１⁃４ 码、ＬＺＰ１⁃４ 码

等。 这些字典码已广泛应用于文本的数据压缩中。
正是在香农的无损信源压缩编码定理指引下，无损压缩编码技术和算法得到迅速发展与应用。
（３） 信道纠错编码的发展

在研究香农信源编码定理的同时，另外一部分科学家从事寻找信道最佳编码（纠错码）的研究

工作。 这一工作已取得了很大的进展，并已经形成一门独立的分支———纠错码理论。
纠错码的出现应归功于理查德·汉明。 早在 １９５０ 年，汉明第一个提出了纠正一位错误的编码

方法，目的是为使贝尔实验室的计算机具备有检测错误能力的运行程序。 由此汉明码的纠错思想

成为了线性分组码的基本指导思想。 接着，Ｇｏｌａｙ（戈雷）提出了纠二位和三位错误的戈雷码。 １９５４
年 Ｍｕｌｌｅｒ 和 Ｒｅｅｄ 突破了码的参数固定不变的限制，提出新的分组码 ＲＭ 码。 随之，１９５７ 年，
Ｅ􀆰 Ｐｒａｎｇｅ 在线性分组码中找到子类的循环码。 人们在对循环码和线性分组码的广泛、深入地研究

·３１·

电子
工业
出版
社版
权所
有 

盗版
必究
 



基础上，形成了系统的理论，即代数编码理论，使其成为应用数学的一个分支。 但代数编码的渐近

性能较差，难以实现香农信道编码定理所指出的结果。 为此，１９５５ 年埃利斯（Ｐ􀆰 Ｅｌｉａｓ）提出卷积码

的思想。 １９６０ 年左右提出了序列译码方法，门限译码方法，特别是以维特比（Ｖｉｔｅｒｂｉ）为代表的、基
于概率和软判决的最大似然译码算法的提出，使卷积码迅速得到广泛应用。 如“先驱者”号太空探

测器，木星和土星探测器，以及移动通信领域中欧洲的 ＧＳＭ 标准系统和北美 ＩＳ—９５ 标准等都采用

了卷积码技术。 然而科学家们并没有停止对构造好码和逼近香农极限的优异码的研究。 先后研究

提出了级联码（将两个短码串行级联使用），乘积码及交织（或交错）技术等新的方法。 在 ２０ 世纪

８０ 年代前后，又提出了一种网格编码调制方案（ＴＣＭ），它将编码和调制结合起来，在不扩展信道带

宽情况下提高了系统的功率，从而增强了系统的抗干扰能力。 近年来，Ｔｕｒｂｏ 码、ＬＤＰＣ 码的提出和

研究，发现了这两种码的误比特率与香农极限相差无几的优异性能。 由此不但引起了新的研究热

潮，而且使人们更加清晰地认识到香农信道编码理论是真正具有实用意义的科学理论。
（４） 限失真信源编码的提出和发展

限失真信源编码的研究较信道编码和无失真信源编码落后十年左右。 香农在 １９４８ 年论文中

已体现出了关于率失真函数的思想。 一直到 １９５９ 年他发表了“保真度准则下的离散信源编码定

理”，首先提出了率失真函数及率失真信源编码定理。 从此，发展成为信息率失真编码理论。 １９７１
年伯格尔（Ｔ􀆰 Ｂｅｒｇｅｒ）给出更一般信源的率失真编码定理。 １９７１ 年伯格尔著作的《信息率失真理

论》 ［１０］一书是一本较全面地论述有关率失真理论的专著。 率失真信源编码理论是信源编码的核心

问题，是频带压缩、图像和多媒体等数据压缩的理论基础。 有关率失真信源编码理论本身尚有许多

问题有待进一步的研究，所以它直至今日仍是信息论的重要研究课题。 有关数据压缩、多媒体数据

压缩，图像压缩等又是另一独立的分支———数据压缩理论与技术。
近 ３０ 多年来，有关数据压缩理论和技术都发展得非常迅速，取得大量的成果。 而且还制定了一

系列关于限失真数据压缩的技术标准和建议：语音压缩编码有 ＣＣＩＴＴ Ｇ􀆰 ７２２、 Ｇ􀆰 ７２３、Ｇ􀆰 ７２８ 等标准；
静态图像压缩标准 ＪＰＥＧ；动态图像压缩标准 ＭＰＥＧ－２、ＭＰＥＧ－４、ＭＰＥＣ－２１ 等；视频编码标准Ｈ􀆰 ２６１、
Ｈ􀆰 ２６３、Ｈ􀆰 ２６４ 等。 这些压缩技术标准的出现标志着数据压缩理论和技术研究已进入了成熟时期。

当然，这其中尚存在许多问题，这不仅需要在数据压缩理论和技术方面做进一步研究，而且更

需要从率失真信源编码理论的深入研究中获得理论指导。
（５） 多用户、网络信息论的发展

香农 １９６１ 年的论文“双路通信信道”开拓了网络信息论的研究。
１９７０ 年以来，随着卫星通信、计算机通信网的迅速发展，网络信息理论的研究异常活跃，成为

当时信息论的中心研究课题之一。
１９７１ 年艾斯惠特（Ｒ􀆰 Ａｈｌｓｗｅｄｅ）和 １９７２ 年廖（Ｈ􀆰 Ｌｉａｏ）给出了多元接入信道的信道容量区。

１９７３ 年斯莱平（Ｄ􀆰 Ｓｌｅｐｉａｎ）和沃尔夫（Ｊ􀆰 Ｋ􀆰 Ｗｏｌｆ）研究了两个特定相关信源在多元接入信道中信息

的传输问题，以及无记忆相关信源编码问题，并最早给出了无记忆相关信源的编码定理（Ｓｌｅｐｉａｎ⁃
Ｗｏｌｆ 定理）。 随后，Ｋｅｉｌｅｒｓ（１９７６ 年）、Ｏｚａｒｏｗ（１９７９ 年）和 Ｃａｒｌｅｉｓｌ（１９７７ 年与 １９８２ 年）等分别讨论

了特定的高斯多元接入信道、具有反馈的 ＡＷＧＮ 多元接入信道及具有反馈的多元接入信道。 而科

弗尔（Ｔ􀆰 Ｍ􀆰 Ｃｏｖｅｒ）、艾斯惠特（Ｒ􀆰 Ａｈｌｓｗｅｄｅ）又于 １９８０ 和 １９８３ 年分别发表文章讨论相关信源在多

元接入信道的传输问题。
１９７２ 年科弗尔提出了广播信道的研究。 伯格曼斯 （ Ｐ􀆰 Ｂｅｒｇｍａｎｓ） （ １９７３ ）、 格拉格尔

（Ｒ􀆰 Ｇ􀆰 Ｇａｌｌａｇｅｒ）（１９７４）、科弗尔 （ １９７５）、马登 （ Ｋ􀆰 Ｍａｒｔｏｎ） （ １９７９）、伊·盖马尔 （ Ａ􀆰 Ｅｌ Ｇａｍａｌ）
（１９７９）和范·德·缪伦（Ｅ􀆰 Ｃ􀆰 Ｖａｎ ｄｅｒ Ｍｅｕｌｅｎ） （１９７９）等分别研究了广播信道的容量区问题。 只

有降阶广播信道的容量区得以解决。 有关中继信道的研究，由范·德·缪伦（１９７７）首先引入，科
弗尔和伊·盖马尔找到了降阶中继信道的容量区（１９７９）。
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１９８５ 年范·德·缪伦曾对广播信道研究的进展和多元接入信道研究的进展做了较全面

的概述。
２０ 世纪 ７０ 年代以后，这一领域研究活跃，发表了大量的论文，但 ２０ 世纪发表的论文所讨论的

具体分析策略和结论很难推广应用到一般的实际通信网模型中。
２１ 世纪最初几年，以香港中文大学杨伟豪和李硕教授发表的“网络信息流”（２０００ 年）和“线性

网络编码”（２００３ 年）及美国学者 Ｇｕｐｔａ 和 Ｋｕｍａｒ 提出的“无线网络的传输容量” （２０００ 年）和“无
线通信的网络信息论”（２００４ 年）等为代表，他们将编码处理技术引入到网络层，拓宽了网络信息论

的研究方法和研究视角，使网络信息论的研究取得突破性的进展。 近年来，随着互联网通信，移动

通信的迅猛发展，更激起了学术界对网络编码，网络信息论广泛重视和研究，网络信息论的研究已

成为通信信息理论和技术研究的新热门领域。
（６） 信息保密与安全理论的提出和发展

关于保密理论问题，香农在 １９４９ 年发表的“保密通信的信息理论”论文中，首先用信息论的观

点对信息保密问题做了全面的论述。 他将信息保密与安全问题引入了科学的轨道，为保密理论和

密码学的发展奠定了理论基础。
由于保密问题的特殊性，直至 １９７６ 年迪弗（Ｄｉｆｆｅ）和海尔曼（Ｈｅｌｌｍａｎ）发表了“密码学的新方

向”一文，提出了公开密钥密码体制，揭开了密码学的神秘面纱，使密码学得到了广泛地研究和发

展，从而进入了一个崭新的研究阶段。
尤其当今，进入了网络经济时代，信息的安全和保密问题更加突出和重要。 人们把线性代数、

数论、矩阵、近世代数等引入保密问题的研究，已形成了独树一帜的分支———密码学理论。
纠错码和密码学本来是两门不同的学科，而自从 １９７８ 年伯利坎帕（Ｅ􀆰 Ｒ􀆰 Ｂｅｒｌｅｋａｍｐ）、麦克利

斯（Ｒ􀆰 Ｊ􀆰 ＭｃＥｌｉｅｃｅ）和范·蒂尔鲍（Ｈ􀆰 Ｃ􀆰 Ａ ｖａｎ Ｔｉｌｂｏｒｇ）证明了纠错码中一般线性分组码的译码问题

是一个难解的数学问题。 同年 ＭｃＥｌｉｅｃｅ 又首先构造了基于纠错码的公开密钥密码体制。 从此以

后，纠错码和密码学相结合的研究迅速发展起来。
近年来，在信息安全和密码学方面值得关注的新动向是量子密码学和光学信息安全学。 他们

是新一代的信息安全理论与技术，是极具发展前景的交叉科学。
目前，在香农信息论方面，还值得注意的研究动向是：
信息概念的深化；
网络信息理论和多重相关信源编码理论的发展和应用；
通信网的一般信息理论研究；
磁记录信道的信息理论研究；
信息率失真理论的发展及其在数据压缩和图像处理中的应用；
信息论在大规模集成电路中的应用等问题。
这些领域都是与当前信息工程的前景———光通信、空间通信、计算机互联网、移动通信、多媒体

通信、语音和图像的信息处理等密切相关的。

３􀆰 信息论与信息科学

现在，信息理论与技术不仅在通信、计算机和自动控制等电子学领域中得到直接的应用，而且

还广泛地渗透到生物学、医学、生理学、语言学、人文学、社会学和经济学等各领域。 在信息论与数

学、物理、自动控制、系统工程、人工智能、生物学、电子计算机等学科互相渗透，互相结合的基础上，
形成了一门综合性的新兴学科———信息科学。

信息科学作为一门独立的学科，它是以信息作为主要研究对象，以信息的运动规律和利用信息

的原理作为主要的研究内容，以信息科学方法论作为主要的研究手段，以扩大人类的信息功能（特
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别是智力功能）为主要的研究目标的一门新兴学科。
信息科学的研究对象是客观事物的信息属性，这是信息科学区别于传统自然科学而具有独立

存在性和广阔发展前景的基本依据。
宇宙间万物世界，都是聚物质、信息、能量于客观事物一身。 信息性与物质性、能量性一样，是

客观事物最基本的属性。 信息是无所不在的，它存在于自然界、存在于人类社会中，还存在于人的

大脑之中。 而信息科学正是以这无所不在的信息作为自己的研究对象，展开其自己的广阔研究领

域。 显然，信息科学的研究范围要更广阔，涉及的内容也更复杂，更深刻。
可以认为由这些交叉学科相结合基础上形成的，以信息量为重要度量的学科分支都可看作信

息科学的分支学科。 近年来，逐渐形成的光学信息论、量子信息论、生物信息论或生物信息学都是

信息科学的重要分支。 尤其近几年，量子信息科学不断地取得大量的、有成效的、引人瞩目的成果，
量子信息科学将会是今后信息科学发展的重要领域。

广义地认为，信息科学由信息科学理论、信息应用技术和信息科学方法三者组成。
信息科学理论主要包含信息定性理论、信息定量理论和信息应用理论。
信息应用技术，狭义地说，它是扩展人的信息功能的技术。 它包括获取信息、传递信息、加工处

理信息、存储信息等代替和延伸人的感官及大脑的信息功能的技术。 所以，主要包括四个主要方

面：信息获取技术（感测技术）、信息传递技术（电信技术）、信息加工处理技术（计算机技术）及信

息控制技术（自动智能控制技术）。
信息科学方法是人类以信息作为窗口去认识世界和改造世界全过程的一整套方法，由信息分

析方法和信息利用方法两大部分组成。 它包括：信息的获取方法、信息的传递方法、信息的加工处

理方法、信息的存储方法、信息的描述和度量方法及信息的调控和利用方法。 信息科学方法就是信

息科学理论的应用手段。 它是适应信息科学研究的需要而产生的一种同传统的科学研究方法截然

不同的科学研究方法，并将随着信息科学理论的发展而不断完善。
信息科学理论、信息科学技术和信息科学方法三者之间既有区别，又相互联系和作用而构成信

息科学的总体。 正是它们在这样的相互依赖、相互促进中交相辉映、共同发展，使人类对信息的认

识和利用上升到一个新的水平，把人类推入了高度化发展的信息社会。
毫无疑问，随着信息论和信息科学的发展，人们将会揭示出客观世界和人类主观世界更多的内

在规律，从而使人们有可能创造出各种性能优异的信息获取系统、信息传输系统、信息控制系统及

智能信息系统，使人类进一步从自然力的束缚下得到解放和自由。
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