Unit 3 Integrated Circuits

3.1 Introduction

Integrated circuit (IC) (see Figure 3.1), also called microelectronic circuit, microchip, or
chip, is an assembly of electronic components, fabricated as a single unit, in which
miniaturized active devices (e.g., transistors and diodes) and passive devices (e.g., capacitors
and resistors) and their interconnections are built up on a thin substrate of semiconductor
material (typically silicon). The resulting circuit is thus a small monolithic “chip,” which may be
as small as a few square centimeters or only a few square millimeters. The individual circuit
components are generally microscopic in size.

Integrated circuits have their origin in the invention of the transistor in 1947 by William B.
Shockley and his team at the American Telephone and Telegraph Company’s Bell Laboratories.
Shockley’s team (including John Bardeen and Walter H. Brattain) found that, under the right
circumstances, electrons would form a barrier at the surface of a certain crystal, and they learned to
control the flow of electricity through the crystal by manipulating this barrier. Controlling electron flow
through a crystal allowed the team to create a device that could perform certain electrical operations,
such as signal amplification, that were previously done by vacuum tubes. They named this device a
transistor, from a combination of the words transfer and resistor. The study of methods of creating
electronic devices using solid materials became known as solid-state electronics. Solid-state devices
proved to be much sturdier, easier to work with, more reliable, much smaller, and less expensive
than vacuum tubes. Using the same principles and materials, engineers soon learned to create other
electronic components, such as resistors (see Figure 3.2) and capacitors. Now that electrical devices

could be made so small, the largest part of a circuit was the awkward wiring between the devices.

Figure 3.1 1IC Figure 3.2 The first transistor
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In 1958, Jack Kilby of Texas Instruments, Inc., and Robert Noyce of Fairchild Semiconductor
Corporation independently thought of a way to reduce circuit size further. They laid very thin paths
of metal (usually aluminum or copper) directly on the same piece of material as their devices.
These small paths acted as wires. With this technique, an entire circuit could be “integrated” on a
single piece of solid material and an integrated circuit (IC) was thus created. An IC can contain
hundreds of thousands of individual transistors on a single piece of material the size of a pea.
Working with that many vacuum tubes would have been unrealistically awkward and expensive.
The invention of the integrated circuit made technologies of the information age feasible. ICs are
now used extensively in all walks of life, from cars to toasters to amusement park rides.

There are several basic types of IC:

1. Analog Versus Digital Circuits

Analog, or linear, circuits typically use only a few components and are thus some of the
simplest types of ICs. Generally, analog circuits are connected to devices that collect signals from
the environment or send signals back to the environment. For example, a microphone converts
fluctuating vocal sounds into an electrical signal of varying voltage. An analog circuit then
modifies the signal in some useful way—such as amplifying it or filtering it of undesirable noise.
Such a signal might then be fed back to a loudspeaker, which would reproduce the tones originally
picked up by the microphone. Another typical use for an analog circuit is to control some device in
response to continual changes in the environment. For example, a temperature sensor sends a
varying signal to a thermostat, which can be programmed to turn an air conditioner, heater,
or oven on and off once the signal has reached a certain value.

A digital circuit, on the other hand, is designed to accept only voltages of specific given
values. A circuit that uses only two states is known as a binary circuit. Circuit design with binary
quantities, “on” and “off” representing 1 and 0 (i.e., true and false), uses the logic of Boolean
algebra. (Arithmetic is also performed in the binary number system employing Boolean algebra.)
Figure 3.3 shows different logic circuits. These basic elements are combined in the design of ICs
for digital computers and associated devices to perform the desired functions.

Logic Circuits
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Figure 3.3 Different logic circuits
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2. Microprocessor Circuits

Microprocessors are the most complicated ICs. They are composed of billions of transistors
that have been configured as thousands of individual digital circuits, each of which performs some
specific logic function. A microprocessor is built entirely of these logic circuits synchronized to
each other. A microprocessor typically contains the central processing unit (CPU) of a computer.

Just like a marching band, the circuits perform their logic functions only on direction by the
bandmaster. The bandmaster in a microprocessor, so to speak, is called the clock. The clock is a
signal that quickly alternates between two logic states. Every time the clock changes state, every
logic circuit in the microprocessor does something. Calculations can be made very quickly,
depending on the speed (clock frequency) of the microprocessor.

Microprocessors contain some circuits, known as registers, which store information. Registers
are predetermined memory locations. Each processor has many different types of registers.
Permanent registers are used to store the preprogrammed instructions required for various
operations (such as addition and multiplication). Temporary registers store numbers that are to be
operated on and also the results. Other examples of registers include the program counter (also
called the instruction pointer), which contains the address in memory of the next instruction;
the stack pointer (also called the stack register), which contains the address of the last
instruction put into an area of memory called the stack; and the memory address register,
which contains the address of where the data to be worked on is located or where the data
that has been processed will be stored.

Microprocessors can perform billions of operations per second on data. In addition to
computers, microprocessors are common in video game systems, televisions, cameras, and

automobiles.

3. Memory Circuits

Microprocessors typically have to store more data than can be held in a few registers. This
additional information is relocated to special memory circuits. Memory is composed of dense
arrays of parallel circuits that use their voltage states to store information. Memory also stores the
temporary sequence of instructions, or program, for the microprocessor.

Manufacturers continually strive to reduce the size of memory circuits—to increase
capability without increasing space. In addition, smaller components typically use less power,
operate more efficiently, and cost less to manufacture.

4. Digital Signal Processors

A signal is an analog waveform—anything in the environment that can be captured
electronically. A digital signal is an analog waveform that has been converted into a series of binary
numbers for quick manipulation. As the name implies, a digital signal processor (DSP) processes
signals digitally, as patterns of 1s and 0s. For instance, using an analog-to-digital converter,
commonly called an A-to-D or A/D converter, a recording of someone’s voice can be converted
into digital 1 s and 0 s. The digital representation of the voice can then be modified by a DSP using
complex mathematical formulas. For example, the DSP algorithm in the circuit may be configured
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to recognize gaps between spoken words as background noise and digitally remove ambient noise
from the waveform. Finally, the processed signal can be converted back (by a D/A converter) into
an analog signal for listening. Digital processing can filter out background noise so fast that
there is no discernible delay and the signal appears to be heard in “real time”. For instance,
such processing enables “live” television broadcasts to focus on a quarterback’s signals in an
American gridiron football game.

DSPs are also used to produce digital effects on live television. For example, the yellow
marker lines displayed during the football game are not really on the field; a DSP adds the lines
after the cameras shoot the picture but before it is broadcast. Similarly, some of the advertisements
seen on stadium fences and billboards during televised sporting events are not really there.

5. Application Specific ICs

An application specific IC (ASIC) can be either a digital or an analog circuit. As its name
implies, an ASIC is not reconfigurable; it performs only one specific function. For example, a
speed controller IC for a remote control car is hard-wired to do one job and could never become a
microprocessor. An ASIC does not contain any ability to follow alternate instructions.

6. Radio-Frequency ICs

Radio-frequency ICs (RFICs) are widely used in mobile phones and wireless devices. RFICs
are analog circuits that usually run in the frequency range of 3 kHz to 2.4 GHz (3,000 hertz to 2.4
billion hertz), and circuits operating at about 1 THz (1 trillion hertz) are under development. They
are usually thought of as ASICs even though some may be configurable for several similar
applications.

Most semiconductor circuits that operate above 500 MHz (500 million hertz) cause the
electronic components and their connecting paths to interfere with each other in unusual ways.
Engineers must use special design techniques to deal with the physics of high-frequency
microelectronic interactions.

A special type of RFIC is known as a monolithic microwave IC (MMIC; also called
microwave monolithic IC). These circuits usually run in the 2- to 100- GHz range, or microwave
frequencies, and are used in radar systems, in satellite communications, and as power amplifiers for
cellular telephones. Just as sound travels faster through water than through air, electron
velocity is different through each type of semiconductor material. Silicon offers too much
resistance for microwave-frequency circuits, and so the compound gallium arsenide (GaAs) is
often used for MMICs. Unfortunately, GaAs is mechanically much less sound than silicon. It

breaks easily, so GaAs wafers are usually much more expensive to build than silicon wafers.
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1. Integrated circuit (IC), also called microelectronic circuit, microchip, or chip, is an
assembly of electronic components, fabricated as a single unit, in which miniaturized active
devices (e.g., transistors and diodes) and passive devices (e.g., capacitors and resistors) and their
interconnections are built up on a thin substrate of semiconductor material (typically silicon).
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2. Solid-state devices proved to be much sturdier, easier to work with, more reliable, much
smaller, and less expensive than vacuum tubes.

RN, [ASSAEE i R ] AR, AR HROAR AR

3. For example, a temperature sensor sends a varying signal to a thermostat, which can be
programmed to turn an air conditioner, heater, or oven on and off once the signal has reached a

certain value.
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4. Other examples of registers include the program counter (also called the instruction pointer),
which contains the address in memory of the next instruction; the stack pointer (also called the
stack register), which contains the address of the last instruction put into an area of memory called
the stack; and the memory address register, which contains the address of where the data to be
worked on is located or where the data that has been processed will be stored.
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5. Manufacturers continually strive to reduce the size of memory circuits—to increase
capability without increasing space. In addition, smaller components typically use less power,
operate more efficiently, and cost less to manufacture.
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6. Digital processing can filter out background noise so fast that there is no discernible delay
and the signal appears to be heard in “real time”.
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7. Just as sound travels faster through water than through air, electron velocity is different
through each type of semiconductor material.
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3.2 PN Junction and Diode

Any material can be classified as one of three types: conductor, insulator, or
semiconductor. A conductor (such as copper or salt water) can easily conduct electricity because it
has an abundance of free electrons. An insulator (such as ceramic or dry air) conducts electricity
very poorly because it has few or no free electrons. A semiconductor (such as silicon or gallium
arsenide) is somewhere between a conductor and an insulator. It is capable of conducting some
electricity, but not much.

Most ICs are made of silicon, which is abundant in ordinary beach sand. Pure crystalline
silicon, as with other semiconducting materials, has a very high resistance to electric current at
normal room temperature. However, with the addition of certain impurities, known as dopants, the
silicon can be made to conduct usable currents. In particular, the doped silicon can be used as a
switch, turning current off and on as desired. The process of introducing impurities is known as
doping or implantation. Depending on a dopant’s atomic structure, the result of implantation will
be either an N-type (negative) or a P-type (positive) semiconductor. An N-type semiconductor
results from implanting donor atoms that have more electrons in their outer (bonding) shell than
silicon. The resulting semiconductor crystal contains excess, or free, electrons that are available for
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conducting current. A P-type semiconductor results from implanting acceptor atoms that have
fewer electrons in their outer shell than silicon. The resulting crystal contains “holes” in its
bonding structure where electrons would normally be located. In essence, such holes can
move through the crystal conducting positive charges. Figure 3.4 shows semiconductor bonds.

Conduction Electron

(a) Intrinsic with negligible impurities (b) N-type with donor(phosphorus) (¢) P-type with acceptor(boron)

Figure 3.4 Semiconductor bonds

By creating a single zone of N material adjacent to a zone of P material, we wind up with the
PN junction. The PN junction is arguably the fundamental building block of solid state
semiconductor devices. The PN junctions can be found in a variety of devices including bipolar
junction transistors (BJTs) and junction field effect transistors (JFETs). The most basic device built
from the PN junction is the diode. Diodes are designed for a wide variety of uses including
rectifying, lighting (LEDs) and photodetection (photodiodes).

Assuming the crystal is not at absolute zero, the thermal energy in the system will cause
some of the free electrons in the N material to “fall” into the excess holes of the adjoining P
material. This will create a region that is devoid of charge carriers (remember, electrons are the
majority charge carriers in the N material while holes are the majority charge carriers in the P
material). In other words, the area where the N and P materials abut is depleted of available
electrons and holes, and thus we refer to it as a depletion region. This is depicted in Figure 3.5.
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Figure 3.5 The PN junction

Now let’s consider what happens if we were to connect this device to an external voltage
source as shown in Figure 3.6. Obviously, there are two ways to orient the PN junction with respect
to the voltage source. This version is termed forward-bias.
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Figure 3.6 Forward-biased PN junction

The dotted line of Figure 3.6 shows the direction of electron flow (opposite the direction of
conventional flow). First, electrons flow from the negative terminal of the battery toward the N
material. In the N material, the majority carriers are electrons and it is easy for these electrons to
move through the N material. Upon entering the depletion region, if the supplied potential is high
enough, the electrons can diffuse into the P material where there are a large number of lower
energy holes. From here, the electrons can migrate through to the positive terminal of the source,
completing the circuit (the resistor has been added to limit maximum current flow). The “trick”
here is to assure that the supplied potential is large enough to overcome the effect of the depletion
region. That is, a certain voltage will be dropped across the depletion region in order to achieve
current flow. This required potential is called the barrier potential or forward voltage drop. The
precise value depends on the material used. For silicon devices, the barrier potential is usually
estimated at around 0.7 volts. For germanium devices, it is closer to 0.3 volts while LEDs may
exhibit barrier potentials in the vicinity of 1.5 to 3 volts, partly depending on the color.

If the voltage source polarity is reversed in Figure 3.6, the electrons in the N material will be
drawn toward the positive terminal of the source while the P material holes will be drawn toward
the negative terminal, creating a small, short-lived current. This has the effect of widening the
depletion region and once it reaches the supplied potential, the flow of current ceases.

In its basic form, a diode is just a PN junction. It is a device that will allow current to pass
easily in one direction but prevent current flow in the opposite direction. The schematic symbol for
a basic switching or rectifying diode is shown in Figure 3.7. This is the ANSI standard which
predominates in North America. The P material is the anode while the N material is the cathode. As

a general rule for semiconductor schematic symbols, arrows point

toward N material. p
. . . . Anode Cathode
We can quantify the behavior of the PN junction through the use of
an equation derived by William Shockley: Figure 3.7 Diode
Voq schematic symbol (ANSI)

Iy = I(e™ 1)

where
Ip is the diode current.
I5 is the reverse saturation current.

Vb is the voltage across the diode.
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q is the charge on an electron, 1.6E-19 coulombs.

n is the quality factor (typically between 1 and 2).

k is the Boltzmann constant, 1.38E-23 joules/kelvin.

T is the temperature in kelvin.

At 300 kelvin, g/kT is approximately 38.6. Consequently, for even very small forward
(positive) voltages, the “—1” term can be ignored. Also, Is is not a constant. It increases with
temperature, approximately doubling for each 10°C rise. For negative voltages (reverse-bias)
the Shockley equation predicts negligible diode current. This is true up to a point. The equation
does not model the effects of breakdown. When the reverse voltage is large enough, the diode will
start to conduct. This is shown in Figure 3.8.

+1,

A \ Ve +Vp
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Figure 3.8 Simplified forward and reverse /p-Vp curve for diode

Vr is the forward “knee” voltage (roughly 0.7 volts for silicon). /s is the reverse saturation
current (ideally zero but in reality a very small amount of current will flow). Vy is the reverse

breakdown voltage. Note that the current increases rapidly once this reverse voltage is reached.
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1. Any material can be classified as one of three types: conductor, insulator, or semiconductor.
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2. In particular, the doped silicon can be used as a switch, turning current off and on as
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3. The resulting crystal contains “holes” in its bonding structure where electrons would
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4. Assuming the crystal is not at absolute zero, the thermal energy in the system will cause
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5. For silicon devices, the barrier potential is usually estimated at around 0.7 volts. For
germanium devices, it is closer to 0.3 volts while LEDs may exhibit barrier potentials in the
vicinity of 1.5 to 3 volts, partly depending on the color.
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6. Also, Is is not a constant. It increases with temperature, approximately doubling for each
10°C rise.
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3.3 Transistor

A transistor is a semiconductor device used to amplify or switch electronic signals and
electrical power. Transistors are one of the basic building blocks of modern electronics. It is
composed of semiconductor material usually with at least three terminals for connection to an
external circuit. A voltage or current applied to one pair of the transistor’s terminals controls the
current through another pair of terminals. Because the controlled (output) power can be higher than
the controlling (input) power, a transistor can amplify a signal. Today, some transistors are
packaged individually, but many more are found embedded in integrated circuits.

There are two broad classifications of transistors: bipolar junction transistors (BJT) and field
effect transistors (FET).

3.3.1 BJT

A bipolar junction transistor consists of a three-layer “sandwich” of doped (extrinsic)
semiconductor materials, either PNP in the Figure 3.9 (b) or NPN in the Figure 3.9 (d). Each layer
forming the transistor has a specific name, and each layer is provided with a wire contact for
connection to a circuit. The schematic symbols are shown in the Figure 3.9 (a) and (c).

Collector Collector
Collector Collector
P N
N P
Base Base Base
Base P N
Emitter Emitter
Emitter Emitter

() (b) © (d)

Figure 3.9 BIJT: (a) PNP schematic symbol; (b) PNP physical layout;
(c) NPN schematic symbol; (d) NPN physical layout

The functional difference between a PNP transistor and an NPN transistor is the proper
biasing (polarity) of the junctions when operating. For any given state of operation, the current
directions and voltage polarities for each kind of transistor are exactly opposite each other.
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Bipolar junction transistors work as current-controlled current regulators. In other words,
transistors restrict the amount of current passed according to a smaller, controlling current. The
main current that is controlled goes from collector to emitter, or from emitter to collector,
depending on the type of transistor it is (PNP or NPN, respectively). The small current that controls
the main current goes from base to emitter, or from emitter to base, once again depending on the
kind of transistor it is (PNP or NPN, respectively). This is shown in Figure 3.10.

1 |

C C
B B

— N ~— N

I It

Figure 3.10 Small base-emitter current controls large collector-emitter current

Generally there are three different configurations of transistors and they are common
base (CB) configuration, common collector (CC) configuration and common emitter (CE)
configuration. The behaviors of these three different configurations of transistors with respect to
gain are given below.

® Common base (CB) configuration: no current gain but voltage gain.

® Common collector (CC) configuration: current gain but no voltage gain.

® Common emitter (CE) configuration: current gain and voltage gain.

3.3.2 FET

A field effect transistor(FET) is a device utilizing a small voltage to control current, including
the junction field effect transistor(JFET) and the insulated gate field effect transistor(IGFET). All
field effect transistors are unipolar rather than bipolar devices. That is, the main current through
them is comprised of either electrons through an N-type semiconductor or holes through a P-type
semiconductor.

1. JFET

In a junction field effect transistor or JFET, the controlled current passes from source to drain,
or from drain to source as the case may be. The controlling voltage is applied between gate and
source. Note how the current does not have to cross through a PN junction on its way between
source and drain: the path (called a channel) is an uninterrupted block of semiconductor material.

With no voltage applied between gate and source, the channel is a wide-open path for
electrons to flow. However, if a voltage Vg is applied between gate and source of such polarity
that it reverse-biases the PN junction, the flow between source and drain connection becomes
limited or regulated. Maximum gate-source voltage “pinches off” all current through source and
drain, thus forcing the JFET into cutoff mode. This behavior is due to the depletion region of the
PN junction expanding under the influence of a reverse-bias voltage, eventually occupying
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the entire width of the channel if the voltage is great enough. Figure 3.11 shows the
constructions and symbols for both configurations of JFETs.

JFET Channel
Construction

Source Source

N-Channel JFET P-Channel JFET

Figure 3.11 The constructions and symbols for both configurations of JFETs

Note how this operational behavior is exactly opposite of the bipolar junction transistor.
Bipolar junction transistors are normally-off devices: no current through the base, no current
through the collector or the emitter. JFETs, on the other hand, are normally-on devices: no voltage
applied to the gate allows maximum current through the source and the drain. Also, take note that
the amount of current allowed through a JFET is determined by a voltage signal rather than a
current signal as with bipolar junction transistors. In fact, with the gate-source PN junction
reverse-biased, there should be nearly zero current through the gate connection. For this reason, we
classify the JFET as a voltage-controlled device and the bipolar junction transistor as a current-
controlled device.

2. IGFET

Another type of field effect device—the insulated gate field effect transistor, or IGFET—
exploits a similar principle of a depletion region controlling conductivity through a semiconductor
channel, but it differs primarily from the JFET in that there is no direct connection between the
gate lead and the semiconductor material itself. Rather, the gate lead is insulated from the transistor
body by a thin barrier, hence the term insulated gate. This insulating barrier acts like the
dielectric layer of a capacitor and allows gate-source voltage to influence the depletion region
electrostatically rather than by direct connection.

The most common type of IGFET which is used in many different types of electronic circuits
is called the metal-oxide-semiconductor field effect transistor, MOSFET for short, due to its metal
(gate)-oxide (barrier)-semiconductor (channel) construction. In addition to a choice of N-channel
versus P-channel design, MOSFETs come in two major types: depletion and enhancement.

® Depletion type: the transistor requires the gate-source voltage, Vgs, to switch the device

“off . The depletion mode MOSFET is equivalent to a “normally closed” switch.
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® Enhancement type: the transistor requires a gate-source voltage, Vs, to switch the device
“on”. The enhancement mode MOSFET is equivalent to a “normally open” switch.
Figure 3.12 shows the constructions and symbols for both configurations of MOSFETs.

Enhancement MOSFET
Channel Construction
Sub G 0—[ Sub
A
Si0,
N-Channel MOSFET P-Channel MOSFET
Drain Drain

Substrate Substrate
Gate i Gate
I
1
Enhancement Type
Source yp Source
(Normally-Off) "
Drain Drain
Substrate Substrate
Gate i Gate |
i i
Source Depletion Type Source

(Normally-On)

Figure 3.12 The constructions and symbols for both configurations of MOSFETs

The threshold voltage of a MOSFET is usually defined as the gate voltage where an inversion
layer forms at the interface between the insulating layer (oxide) and the substrate (body) of the
transistor. As the gate terminal is electrically isolated from the main current carrying channel
between drain and source, “No current flows into the gate” and the input resistance of the
MOSFET is extremely high way up in the megohm (M€) region.

MOSFETs are ideal for use as electronic switches or as common-source amplifiers as their
power consumption is very small. Typical applications for metal-oxide-semiconductor field effect
transistors are in microprocessors, memories, calculators, logic CMOS (complementary MOS)

gates, etc.
;9 Words and Expressions
amplify [‘emplrfar] v. JBOKs ol (R Eak)

package ['pekids] vi. BEE; Beeeoes (OE 358
extrinsic [eks'trinzik] adj. AEAAERT; AERIA ) AR
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schematic symbol ERATS:, REEAS

collector [ko'lektor] n. FEHK

base [beis] n. &R

emitter [1'mitor] n. RE%

regulator ['regjulertor] n VRS EEIS. RN, WE

insulated gate field effect transistor(IGFET)
LM RN AR s A G R

source [so:rs] n. YK

drain [drein] n. ik

gate [gert] n. Mk

channel ['tfenl] n. VI8

cutoff ['ka tof] n. Mk DIl Mobsl SR
dielectric [,dam'lektrik] n. WA HSAk
electrostatically [1 lektrou'stetikali] adv. L

metal-oxide-semiconductor field effect transistor(MOSFET)
& JE—EA) - A BN A

enhancement [1n'hensmont] n. & W YR
threshold ['0refhould] n. B B TTRR: TIMEs Fb AR
inversion layer S
complementary MOS(CMOS) AN B A ik
& » Notes

(

1. The functional difference between a PNP transistor and an NPN transistor is the proper
biasing (polarity) of the junctions when operating.

PNP A4 A1 NPN i A8 2 T) (R D)) BE 2 5 A6 T AR IS 0 O 2 P TR A 1k AN T

2. Generally there are three different configurations of transistors and they are common base
(CB) configuration, common collector (CC) configuration and common emitter (CE) configuration.

WH SR 3 FIAFKMEE, BITEIEER (CB) BLE. LK (CO) BLE ML
R (CE) Bl .

3. However, if a voltage Vgs is applied between gate and source of such polarity that it
reverse-biases the PN junction, the flow between source and drain connection becomes limited or
regulated.

SR 0 RIS A YR 2 T] it 0 PN &5 52 1) i B FEL s Vs U ORK 38 B - T ) P VALK 32
FUPRS, E UOR] LY

4. This behavior is due to the depletion region of the PN junction expanding under the
influence of a reverse-bias voltage, eventually occupying the entire width of the channel if the
voltage is great enough.

AT R BT PN G5 FIRESIXCAE S ) i B HLS OS2 9 e, WM IS 208 K, 2%
FEIR X 2 o Jl ) T PR AN B8 1

5. This insulating barrier acts like the dielectric layer of a capacitor and allows gate-source
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voltage to influence the depletion region electrostatically rather than by direct connection.

AL AR LT AR A H 2, SVERIR U5 v s DL v 7 A2 e R S
D, AR BRI

6. As the gate terminal is electrically isolated from the main current carrying channel between
drain and source, “No current flows into the gate” and the input resistance of the MOSFET is
extremely high way up in the megohm (MQ) region.

H B0 AR 5 e U ) ) S B I R R B, PR, W R, JF HL
MOSFET [ A B A IR (MQ) 2.

3.4 FPGA

FPGA stands for field programmable gate array. At its core, an FPGA is an array of
interconnected digital subcircuits that implement common functions while also offering very high
levels of flexibility. But getting a full picture of what an FPGA is requires more nuance. The
following introduces the concepts behind FPGAs and briefly discusses what makes an FPGA
different from a microcontroller in design, what logic gates are, and how to program an
FPGA.

3.4.1 FPGA Versus Microcontroller

Microcontrollers have become dominant components in modern electronic design. They’re
inexpensive and highly versatile, and nowadays they often serve as a person’s first introduction to
the world of electronics. As microcontrollers become increasingly powerful, there is less and less
need to consider alternative solutions to our design challenges. Nonetheless, a microcontroller is
built around a processor and processors come with fundamental limitations that need to be
recognized and, in some cases, overcome.

So when would an engineer reach for an FPGA over a microcontroller? The answer comes
down to software vs hardware. A processor accomplishes its tasks by executing instructions in a
sequential fashion. This means that the processor’s operations are inherently constrained: the
desired functionality must be adapted to the available instructions and, in most cases, it is not
possible to accomplish multiple processing tasks simultaneously.

The alternative is a hardware-based approach. It would be extremely convenient if every
new design could be built around a digital IC that implements the exact functionality
required by the system: no need to write software, no instruction-set constraints, no
processing delays, just a single IC that has input pins, output pins, and digital circuitry
corresponding precisely to the necessary operations. This methodology is impractical beyond
description because it would involve designing an ASIC (application specific integrated circuit) for
every board. However, we can approximate this methodology using FPGAs.

3.4.2 What Is a Programmable Gate Array?

An FPGA is an array of logic gates, and this array can be programmed (actually, “configured”



Unit 3 Integrated Circuits 49

is probably a better word) in the field, i.e., by the user of the device as opposed to the people who
designed it.

Logic gates (AND, OR, XOR, etc.) are the basic building blocks of digital circuitry. However,
an FPGA is not a vast collection of individual Boolean gates. It’s an array of carefully designed and
interconnected digital subcircuits that efficiently implement common functions while also offering
very high levels of flexibility. The digital subcircuits are called configurable logic blocks (CLB),
and they form the core of the FPGA’s programmable-logic capabilities.

The CLBs include look-up tables, storage elements (flip-flops or registers), and multiplexers
that allow the CLBs to perform Boolean, data-storage, and arithmetic operations. The CLBs need
to interact with one another and with external circuitry. For these purposes, the FPGA uses a matrix
of programmable interconnects and input/output (I/O) blocks. The FPGA’s “program” is stored in
SRAM cells that influence the functionality of the CLBs and control the switches that establish the
connection pathways. An I/O block consists of various components that facilitate communication
between the CLBs and other components on the board. These include pull-up/pull-down resistors,
buffers, and inverters. Figure 3.13 shows field programmable gate array.
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Figure 3.13 Field programmable gate array

3.4.3 How Do You Program an FPGA?

How do we go about turning an array of CLBs into a digital circuit that does precisely what
we want it to? At first glance, it seems like a rather complicated task. Indeed, FPGA implemen-
tation is generally considered more difficult than programming a microcontroller. However, FPGA
development does not require thorough knowledge of CLB functionality or painstaking
arrangement of internal interconnects, just as microcontroller development does not require

thorough knowledge of a processor’s assembly-language instructions or internal control signals.
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Actually, it is somewhat misleading to present an FPGA as a standalone component. FPGAs
are always supported by development software that carries out the complicated process of
converting a hardware design into the programming bits that determine the behavior of
interconnects and CLBs.

People have created languages that allow us to “describe” hardware. They’re called (very
appropriately) hardware description languages (HDL), and the two most common are VHDL and
Verilog. Despite the apparent similarity between HDL code and code written in a high-level
software programming language, the two are fundamentally different. Software code specifies a
sequence of operations, whereas HDL code is more like a schematic that uses text to introduce
components and create interconnections.

Figure 3.14 shows a digital circuit example and Figure 3.15 is the corresponding VHDL code.

1 library ieee;

2 use ieee.std logic 1164.all;

3 entity circuit 2 is

4 port(a: in std logic;

5 b: in std logic;

6 c: in std_logic;

7 d: in std logic;

8 outl: out std logic;
9 out2: out std logic);

10 end circuit 2;

I T
| circuit_2 :
1 11  architecture Behavioral of circuit 2 is
1
: 12 signal sigl: std logic;
1
1 : 13 begin
1
! 1—e outl 14 sigl <= (a and b);
1
: : 15 outl <= (sigl or c);
1
de {>c 1—e out2 16 out2 <= (not d);
' 1
1 1
1
l ____________________ i 17 end Behavioral;
Figure 3.14 A digital circuit example Figure 3.15 VHDL code of the example circuit

Lines 1 and 2: These lines add the required library and package to the code. Since the
“std_logic” data type is used, we have to add the “std_logic 1164 package.

Lines 3-10: These lines specify the name of the module along with its input/output ports.

Lines 11-17: This part of the code describes the operation of the circuit. As you may have
noticed, there is one internal node in Figure 3.14; it is labeled “sigl”. We use the “port” statement
from “entity” to define the input/output ports, but how can we define the internal nodes of a circuit?
For this, we use the “signal” keyword.

In line 12 of the above code, the “signal” keyword tells the synthesis software that there is a
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node in the circuit labeled “sigl”. Similar to the definition of the ports, we use the keyword

“std_logic™ after the colon to specify the required data type. Now we can assign a value to this

node (line 14) or use its value (line 15).

Note: The “std_logic” data type is a commonly used data type in VHDL. It can be used to

describe a one-bit digital signal which can actually take on nine values.

‘U’: Uninitialized

‘1’ : The usual indicator for a logic high, also known as ‘Forcing high’

0’: The usual indicator for a logic low, also known as ‘Forcing low’

‘Z’: High impedance
*->: Don’t care

‘W’: Weak unknown
‘X’: Forcing unknown
‘H’: Weak high

‘L’: Weak low

Among these values, we commonly use ‘0°, ‘1°, ‘Z’, and ‘-’.

In 2016, long-time industry rivals Xilinx (now part of AMD) and Altera (now an Intel

subsidiary) were the FPGA market leaders. They controlled nearly 90 percent of the

market. Both Xilinx (now AMD) and Altera (now Intel) provide proprietary electronic

design automation software for Windows and Linux (ISE/Vivado and Quartus) which

enables engineers to design, analyze, simulate, and synthesize (compile) their designs.

Modern FPGAs are sophisticated, high-performance devices that can be somewhat

intimidating for those who are accustomed to using microcontrollers for gathering

data, controlling ASICs, and performing mathematical operations. You might find,

however, that in some applications the improved performance and versatility are worth the

additional design effort.

ﬁ Words and Expressions

nuance ['nu:a:ns]

versatile ['v3irsatl]

sequential [s1'kwen(1]
approach [a'prout/]
methodology [ me0a'da:lad3i]
XOR: exclusive OR

look-up table

flip-flop ['flip fla:p]
multiplexer ['malti pleksor]
SRAM: static random access memory
buffer ['bafor]

inverter [In'v3irtor]

n. AHEH 25

adj. ZUIRe); ZHIEN; 24220
adj. ¥R WU FPAII

n. CREFE . SERUTESS D Tk

n. JRiEws ONFER—IHZ) Tk, )
ST

Ak

n. filR s

n. ZEE A

A BENLAF i o5

n. Gy GAFIX; G Ay

vt. GeAfs Geihs AP

n. AR WARES; ACH S, HHRIT oG
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AET]
hardware description language(HDL) Tl Al R
synthesis ['sin0asIs] n. LRt G GRAE
indicator ['mdikertor] n. briss faondes fR%r
impedance [1m'pi:dns] n. PHPL
proprietary [pra'praloteri] adj. LI LRI

% Notes

(

1. The following introduces the concepts behind FPGAs and briefly discusses what makes an
FPGA different from a microcontroller in design, what logic gates are, and how to program an
FPGA.

NS 2H FPGA PIAHDCHE S, FERIZEHE FPGA HiddE s et L. 4@
BT, VLR R FPGA HEAT 4 o

2. This means that the processor’s operations are inherently constrained: the desired
functionality must be adapted to the available instructions and, in most cases, it is not possible to
accomplish multiple processing tasks simultaneously.

CREIRA AL P A AR A 5 2 BIBREI . I aR DD e 200&E B ol I 9R4, JF HAE K23
LR, ANTTRERIN 58 2 A b BT 55

3. It would be extremely convenient if every new design could be built around a digital IC that
implements the exact functionality required by the system: no need to write software, no
instruction-set constraints, no processing delays, just a single IC that has input pins, output pins,
and digital circuitry corresponding precisely to the necessary operations.

W RAEFRIORT R GE B AR RS T N T SR B IR I SE BT R T RE, BB AN
WMEPA, BARSEAR, WEALRMER, N —NEAEmAGIE. G5 T eExs
T 0 BRI it A B AR LR, IS AR = AR T T

4. FPGAs are always supported by development software that carries out the complicated
process of converting a hardware design into the programming bits that determine the behavior of
interconnects and CLBs.

FPGA ot TR MAFSCHF, 2T R AT o] LU B v e o S Re i, DUE X%
A CLB AT 4

5. Software code specifies a sequence of operations, whereas HDL code is more like a

schematic that uses text to introduce components and create interconnections.

AR E — RAV#AE, 1 HDL AU G0 — NP, e SCASk S I s Al
PEIFaId HIE

6. Modern FPGAs are sophisticated, high-performance devices that can be somewhat
intimidating for those who are accustomed to using microcontrollers for gathering data, controlling
ASICs, and performing mathematical operations.

AR FPGA J& P S AR ) v M R B, RIS 8 S 50T FH ks sl s Wi S s L 422761 ASIC
MPATEEAIZ I NKBE, X AT HEA mBN
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Exercises

1. Match the terms (1)—(6) with the definitions A-F.

(1) depletion region A. a two-terminal electronic component that conducts current primarily in one direction

(2) VHDL B. a three-terminal electronic device used to control the flow of current by the voltage applied to its gate
terminal

(3) FET C. a language that describes the behavior of electronic circuits, most commonly digital circuits

(4) diode D. it is formed from a conducting region by removal of all free charge carriers, leaving none to carry a
current

(5) breakdown voltage E. an empty spot with a positive charge in the crystal lattice
F. the threshold voltage, beyond which an insulator starts behaving as a conductor and conducts

(6) hole electricity

2. Translate into Chinese.

(1) In April 2019, two of the world’s largest semiconductor foundries—Taiwan Semiconductor
Manufacturing Company Limited (TSMC) and Samsung Foundry—announced their success in
reaching the 5 nm technology node, propelling the miniaturization of transistors one step further to
a new age.

(2) Since digital circuits involve millions of times as many components as analog circuits,
much of the design work is done by copying and reusing the same circuit functions, especially by
using digital design software that contains libraries of prestructured circuit components.

(3) In general, MOSFET amplifiers tend to have good high frequency performance, offer low
noise and exhibit low distortion with modestly sized input signals. Compared to BJTs, their voltage
gain magnitude is lower.

3. Translate into English.

(1) ROt I o LUR DG, 1 i R AR IR 7 AR L

(2> MOSFET R I FMI AR A PSR 2 107, ARl AR IR RF A RS R AR A B, AT
7 LREIR

(3) BEA S RO/, AT AR bl 2 S

4. Read the following article and write a summary.

The debate of whether Moore’s law is “dying” (or already “dead’) has been going on for years.
It has been discussed by pretty much everyone. But before we can give an aswer to that, let’s first
clarify the meaning of Moore’s law.

Moore’s law stems from the observation of Gordon Moore, co-founder and chairman emeritus
of Intel, made in 1965. At the time, he said that the number of transistors in a dense integrated
circuit had doubled roughly every year and would continue to do so for the next 10 years. In 1975,
he revised his observation to say that this would occur every two years indefinitely. Moore’s
observation became the driving force behind the semiconductor technology revolution that led to
the proliferation of computers and other electronic devices.

Over time, the details of Moore’s law were amended to reflect the true growth of transistor
density. First, the doubling interval was increased to two years and then decreased to around 18
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months. The exponential nature of Moore’s law continued and created decades of opportunity for
the semiconductor industry and the electronics that use them.

The issue for Moore’s law is the inherent complexity of semiconductor process technology,
and these complexities have been growing. Transistors are now three-dimensional, and the small
feature size of today’s advanced process technologies has required multiple exposures to reproduce
these features on silicon wafers. This has added extreme complexity to the design process and has
“slowed down” Moore’s law.

This slowing down has led many to ask, “Is Moore’s law dead?” The simple answer to this is
no, Moore’s law is not dead. While it’s true that chip densities are no longer doubling every two
years (thus, Moore’s law isn’t happening anymore by its strictest definition), Moore’s law is still
delivering exponential improvements, albeit at a slower pace. The trend is very much still here.

Intel’s CEO Pat Gelsinger believes that Moore’s law is far from obsolete. As a goal for the
next 10 years, he announced in 2021 not only to uphold Moore’s law, but to outpace it. There are
many industry veterans who agree with this. Mario Morales, a program vice president at IDC, said
he believes Moore’s law is still relevant in theory in an interview with TechRepublic.

“If you look at what Moore’s law has enabled, we’re seeing an explosion of more computing
across the entire landscape,” he said, “It used to be computing was centered around mainframes
and then it became clients and now edge and endpoints, but they’re getting more intelligent, and
now they’re doing Al inferencing, and you need computing to do that. So, Moore’s law has been
able to continue to really push computing to the outer edge.”

While the consensus is that Moore’s law is slowing down and that it might soon be augmented,
it is still driving improvements in processing technology and the amount of progress that follows
these improvements. If it were dead, it simply couldn’t do this.

5. Language study: Describing components

Two questions we may need to answer when we describe components are:

(1) What is it called?

(2) What does it do?

In other words, we need to be able to:

(1) label components.

(2) describe their functions.

We can use these ways of labeling components:

(1) It is called a photodiode.

(2) It is known as a Schottky transistor.

We can describe the functions of components like these:

(1) An FPGA provides a way to implement digital logic circuits in a short amount of time.

(2) Batteries convert chemical energy into electrical energy.





