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第 3 章  神经网络与深度学习 

 

【本章概述】 

神经网络与深度学习是当前人工智能领域的核心技术，旨在通过模拟人类大脑神经元的连接

和学习模式，使计算机在复杂任务中展现出卓越的智能能力。从最初的感知器模型到如今的深度

学习网络，神经网络的研究不仅揭示了智能计算的潜力，也推动了人工智能在图像识别、自然语

言处理、自动驾驶等领域的快速发展。本章将详细探讨神经网络与深度学习的基本概念、技术发

展历史及其应用分支，分析其如何从单一感知器模型发展到能够处理多样化数据和复杂任务的深

层神经网络。同时，本章将介绍深度学习的主要技术分支，包括卷积神经网络（Convolutional Neural 
Network，CNN）、循环神经网络（Recurrent Neural Network，RNN）、生成对抗网络（Generative 
Adversarial Network，GAN）、自编码器（Autoencoder）、Transformer、图神经网络（Graph Neural 
Network，GNN）及深度强化学习等，帮助读者理解并实践深度学习模型。 

【本章导学】 

本章将培养读者在神经网络和深度学习领域的核心能力。读者将深入了解神经网络的基础理

论，从生物神经元的启示到人工神经元和感知器模型的发展，掌握深度学习的基础概念与技术。

通过学习深度学习的各个技术分支，读者将能够理解图像处理、序列预测、数据压缩与生成任务

等技术。此外，读者将熟悉当前主流的深度学习框架和工具，从而提升实际开发和项目实施的能

力。同时，本章将提升读者的多个层次的数字素养。 
（1）数字技术应用能力：读者将通过深入学习深度学习框架和算法，掌握如何将这些技术应

用于实际问题，提升技术应用的实践能力。 
（2）数据处理与分析能力：读者将学习如何处理和分析多样化的数据，运用深度学习模型提

取数据中的复杂特征，并进行有效预测和决策，提升数据分析的综合能力。 
（3）信息素养：通过对深度学习各类模型的了解与实践，读者将增强评估和选择合适算法与

工具的能力，提高在面对复杂信息时做出合理决策的能力。 
（4）学习素养：读者将通过掌握前沿的深度学习技术，培养自主学习和持续探索人工智能领

域新技术的能力，激发终身学习的兴趣。 

 

3.1  神经网络基础 

神经网络的理论起源于对生物神经系统的研究。人类大脑通过数十亿个神经元的合作来感知

外界、学习新知识并做出决策。每个神经元接收来自其他神经元的输入信号，经过复杂的计算处

理后产生输出信号，并将其传递给其他神经元。这样的层层传递构成了大脑的高效信息处理能力。

人工神经网络正是基于这一机制，通过数学模型对神经元的行为进行抽象，形成一套用于信息处

理和模式识别的技术框架。 
人工神经网络的核心在于通过“层”的堆叠实现信息的逐层处理，每层都提取不同层次的特

征，最终完成复杂任务的分析与计算。这种逐层提取与组合的结构是神经网络在各种应用场景中

展现出强大能力的关键所在。 
本节将重点介绍神经网络的基本原理及其从生物神经系统中获得的启发，剖析人工神经元作
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为计算单元的构造与功能，回顾感知器的提出及其作为神经网络起点的重要意义，最后讨论多层

网络如何为深度学习奠定技术基石。 

3.1.1  神经元的启示：生物智能的密码 
人们的思维、感知、决策，甚至情感，都是依靠大脑中的神经元来完成的。虽然神经元看起

来只是一个微小的细胞，但它们组成了一张庞大而复杂的“网络”，让人们拥有聪明的大脑。正是

这种神奇的工作方式，启发了科学家设计人工智能中的“人工神经网络”。 
神经元是我们大脑的“超级工人”，负责接收、处理和传递信息。你可以把它想象成一个沟通

高手，不仅会听别人说，还能做决定，并把信息快速传递出去。它的基本结构包括树突、细胞体、

轴突。 
（1）树突（Dendrite）： 神经元的小“耳朵”，负责接收来自其他神经元的信息。 
（2）细胞体（Soma）： 神经元的“大脑”，用来分析信息，决定接下来该做什么。 
（3）轴突（Axon）： 神经元的“小喇叭”，把处理后的信息传递给其他神经元。 
神经元的工作过程主要有以下几个步骤。 
（1）接收信号：当树突接收到其他神经元传来的信号时，这些信号会像小电流一样进入神

经元。 
（2）处理信息：如果信号足够强，细胞体就会激活，像按下开关一样，启动“传递”模式。 
（3）传递信息：通过轴突把信号传递给下一个神经元，信息就这样在网络中流动。 
这个过程有点像“接力赛跑”，每个神经元接过信息的“接力棒”，再传给下一个神经元。通

过上亿个神经元一起合作，才有了我们的大脑功能。 
科学家发现，生物神经元的合作模式太神奇了，于是他们设计了人工神经网络（Artificial Neural 

Network，ANN），用来模仿人脑的工作。在人工神经网络中，有输入层、隐藏层和输出层。 
（1）输入层：像树突一样接收外部信息，如一张图片的像素数据。 
（2）隐藏层：像细胞体一样处理信息，通过计算提取重要特征。 
（3）输出层：像轴突一样输出结果，如识别图片中的一只猫。 
通过连接大量人工神经元，并进行训练，计算机就能学会像人一样识别图像、听懂语音，甚

至下围棋。 
神经元告诉人们一个简单却深刻的道理：伟大的智慧不需要每个单元都超级强大，只要每个

单元各司其职，彼此合作，就能产生强大的能力。人工智能也正是通过模拟这种合作模式，取得

了如今的成就。 
如果神经网络是一个团队，每个神经元就是团队中的成员。你觉得这个团队的合作模式有什

么特别之处，让它能解决如此复杂的问题？ 

3.1.2  人工神经元：智能计算的单元 
人工智能如此强大，背后的秘诀隐藏在一个个微小的“人工神经元”中。它们虽然构造简单，

但具备惊人的潜力。当这些神经元彼此连接并协同工作时，就能构建出功能强大的神经网络，完

成诸如图像识别、语音理解、自动驾驶等复杂任务。你可以把每个人工神经元看作团队中的一个

普通成员，单独看可能不起眼，而一旦紧密合作，就能释放出巨大的能量。每个人工神经元的基

本任务都可以归纳为以下 3 个步骤。 
（1）接收输入：神经元会从外界接收数据，如一张图片中的颜色和亮度信息，或者声音的频

率波动。 
（2）处理信息：接收到的数据会被赋予不同的“权重”，代表其重要程度。神经元会对这些信
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息进行加总并转换，筛选出关键特征。 
（3）输出结果：根据处理的结果，神经元会给出一个判断，如判定“这个图像中包含一个圆

形”或“这是数字 8”。 
正是这些基础单元的协同运作，才让机器逐步拥有了类似人类的感知和判断能力。 

3.1.3  感知器的诞生：神经网络的起点 
在我们了解了人工神经元的基本工作方式后，会产生一个问题：如果用最简单的神经元来构

建一个能做出判断的模型，会是什么样子？这正是“感知器”（Perceptron）诞生的背景。感知器

是人工神经网络历史上的起点，它让计算机首次具备了模仿人类判断的能力。它通过将多个输入

特征加权整合，并依据一个阈值做出“是”或“否”的决策，构成了最基础的“智能判断单元”。

虽然结构简单，但感知器为后来的复杂模型铺平了道路，是人工智能走向学习与推理的第一步。

图 3.1 所示为感知器原理。 
为了更直观地理解感知器的应用，我们可以设想这样

一个场景：设计一个具备图像识别功能的机器人，其任务

是判断输入图像中的动物是猫还是狗。起初，机器人对于

这两类动物毫无概念。然而，通过人为设定的训练规则，

可以引导它关注一些基础的视觉特征，如耳朵的形状（尖

耳或垂耳）、是否具有胡须等。随着对这些特征的持续“观

察”和响应，机器人逐步形成了用于区分猫与狗的判别标

准。这种基于输入特征进行分类判断的能力，正是感知器

模型的典型体现。感知器的整体工作流程可分为以下 3 个核心步骤（参见图 3.1）。 
（1）特征接收：感知器首先从外部环境中接收一组输入信号，这些信号通常代表样本的若干

关键特征，如图像中动物的耳朵形状、胡须分布等，构成模型对外界的感知基础。 
（2）加权求和：对于每个输入，感知器分配一个对应的权重，用以衡量该特征在整体判断中

的相对重要性。随后，它将所有输入与其权重进行乘积并求和，得到一个“总评分”。 
（3）激活与输出：该评分结果会与预设的“阈值”进行比较。如果得分等于或高于阈值，模

型将输出“1”（判断为“是猫”）；若得分未达到阈值，则输出“0”（判断为“不是猫”）。 
感知器的工作示例：猫还是狗？ 
以识别“猫”或“狗”为例，感知器的流程如下。 
（1）输入信息：图片提供了以下两项特征。 
① 耳朵形状：值为 1（尖耳朵）。 
② 胡须数量：值为 6（有胡须）。 
（2）分析数据：假设耳朵的权重为 2，胡须的权重为 1，感知器会进行加权计算。 

总分=（耳朵形状×权重）+（胡须数量×权重）=1×2+6×1=8 
（3）激活输出：设定阈值为 5。如果总分超过 5，感知器输出“是猫”；否则输出“不是猫”。

结果表明：这是一只猫。 
总体而言，感知器作为人工神经网络的起点，体现了利用数学方法模拟生物神经元决策过程

的早期探索。它通过简单的线性加权与阈值判断，实现了基础的二分类任务，展示了机器具备“学

习与判断”的潜力。尽管单层感知器在处理非线性问题上存在明显局限，但其提出推动了多层网

络结构的发展，成为深度学习研究的重要起点。在人工智能的发展历史中，感知器不只是一种算

法，更是一种思想的突破。 
 

 

图 3.1 感知器原理 
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3.1.4  多层网络：深度学习的基石 
人工智能是如何识别图片中的物体呢？以识别水果为例，一张水果的图片中可能包含多种

细节：果实的颜色、形状、表皮的纹理、是否有叶子等。AI 需要先识别出这些基础特征，如圆

形轮廓、红色表面和果柄的位置，然后将这些信息整合起来，最终得出一个判断：“这是一个苹

果”。 
单层感知器就像一个刚开始学习识别的学生，或许只能判断“是圆的”还是“不是圆的”；而

多层神经网络像一位经验丰富的专家，能够逐层分析图像，从颜色、形状到质地，逐渐提取出更

深层的结构特征，最终做出准确识别。正是这种层层提取、逐步逼近的能力，使得 AI 具备了处理

复杂图像任务的实力。 
多层网络也称为多层感知器（Multi-Layer Perceptron，MLP），是一种由多层“隐藏层”组成

的人工神经网络结构。相比只能处理简单模式的单层感知器，多层网络能够逐层抽取特征，从低

级信息到高级概念不断提炼，从而胜任更复杂的识别与分类任务。其基本结构包括以下 3 个部分。 
（1）输入层：网络接收外部信息的入口，用于传递原始数据到神经网络中。以水果识别为例，

输入层会接收图像的原始像素信息，如每个像素的颜色、亮度等基础图像特征。 
（2）隐藏层：多层网络最核心的部分，包含一个或多个用于特征提取的中间层。每层隐藏层

都会对输入的信息进行加工，提取出更具代表性的特征。在水果识别中，浅层可能识别出颜色变

化和边缘轮廓；中间层开始发现形状特征，如圆形、椭圆、果柄等；深层则能够整合这些局部特

征，形成对整个水果类别（如苹果、香蕉、橙子）的整体认知。信息在每层中都得到更抽象、更

语义化的表示。 
（3）输出层：最后一层，负责将前面提取的高层特征转化为具体的判断或结果。例如，在分

析一张水果图片后，输出层可能得出结论：“这是一个苹果”，并附带一定的置信度或概率。 
正是这种层层递进、信息逐步深化的结构，让多层感知器在图像识别等复杂任务中展现出远

超单层感知器的性能，成为深度学习中的核心架构之一。图 3.2 所示为多层网络模型。 

 

图 3.2 多层网络模型 

手写数字识别 
机器是如何通过多层神经网络识别手写数字的呢？以识别数字“8”为例，我们可以将整个过程分为

以下几个步骤。 
（1）输入层：接收图像像素信息。 
手写数字的图片通常被划分成一个个小格子，每个小格子对应一个像素点。每个像素的灰度值（如黑、

灰或白）被转换为一个数字输入给神经网络，作为网络处理的起点。 
（2）第一层隐藏层：提取基础特征。 
这层负责从原始像素中识别出简单的视觉元素，如边缘、直线、弧形等。这些特征就像是数字构成的

“零件”。以数字“8”为例，网络可能会在这层识别出两个相对独立的圆形轮廓。 
（3）第二层隐藏层：组合局部结构。 
这层会进一步整合前一层提取到的基本图形，将多个线条、弧形组合成更复杂的区域结构。例如，网

络可能将两个圆形特征组合，识别为数字“8”特有的上下圆形结构。 
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（4）第三层隐藏层：形成抽象表示并匹配类别。 
在这层，网络会根据前面提取到的复杂特征形成更高层的模式表示，并将其映射到对应的数字类别。

例如，它通过训练学习到“两个垂直排列的圆形很可能表示数字 8”。 
（5）输出层：给出最终判断。 
输出层会根据第三层生成的表示，输出对每个数字的预测概率（如 0～9）。系统会选择概率最高的结

果作为最终识别结果，如判断“这是数字 8”。 
这种逐层处理、从细节到整体的结构，正是多层神经网络在图像识别中强大性能的来源。相比只能处

理单一特征的简单模型，多层网络能够捕捉更深层的模式和抽象结构，从而实现更准确的判断。 

多层网络是深度学习的基石。它让神经网络能够理解复杂的模式和结构，为人工智能在多个

领域的成功应用奠定了坚实的基础。 

3.2  深度学习的诞生 

当你将一张模糊的老照片上传到一款修复应用程序中时，它可以自动为照片添加细节、提升

分辨率，甚至补充缺失的部分。这样的“魔术”效果背后，正是深度学习的技术在发挥作用。深

度学习是一种基于人工神经网络的先进学习方法，通过多层网络结构对数据进行逐层处理和特征

提取，使机器能够自动从大量数据中学习并完成复杂任务。 
深度学习的出现标志着人工智能的一次巨大飞跃。与传统的机器学习方法相比，深度学习依

赖多层神经网络，每层负责提取不同层次的特征，从简单的边缘和纹理到复杂的模式和语义。这

种逐步抽象的能力使深度学习在应对海量数据和复杂任务时表现出无与伦比的优势，同时降低了

对人工特征设计的依赖，推动了智能系统的广泛应用。 
本节将首先探讨深度学习的基本概念以及它如何引领人工智能迈向新高度，然后分析深度学

习模型的结构特点与技术优势，揭示其在解决实际问题中的独特能力。 

3.2.1  智能的飞跃：深度学习的概念 
当人们对语音助手说“播放一首轻音乐”时，它不仅能准确地识别出语音，还能推荐符合个

人喜好的歌曲。这背后并不是单纯的规则匹配，而是深度学习的强大能力在发挥作用。深度学习

是一种让机器自己“动脑筋”的技术。它的核心是通过多层神经网络来模仿人脑的学习过程。这

些网络由许多“人工神经元”组成，像接力赛一样，一层一层地处理数据，直到最终得出答案。

深度学习的核心特点包括以下几点。 

1．层次更深，分析更强 

通过多层网络逐步加工信息，每层完成特定任务。例如，在识别猫的图片时，前几层识别边

缘和简单特征，后几层组合特征，最终得出“这是一只猫”。 

2．自动特征提取 

无须人工指定规则，深度学习能从数据中自动发现规律。例如，语音助手能从语音中提取节

奏、语调和单词。 

3．擅长复杂任务 

深度学习能高效处理图像、语音、文本等复杂数据，如在医疗影像中识别病灶、在自然语言

处理中理解和生成句子。 
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4．依赖大量数据和计算  

深度学习需要海量数据和强大算力支持，如语音识别模型需数千小时的录音数据和高性能计

算机训练。深度学习的出现，让机器具备了前所未有的学习能力。通过对数据的深层挖掘，它突

破了传统算法的局限，在多个领域实现了颠覆式的进步。它不只是人工智能的重要基石，更是未

来技术发展的关键动力。 

3.2.2  深度学习的核心：模型的结构与特点 
深度学习是一种模拟人脑思考的技术，通过构建多层神经网络，让机器具备从数据中自动学

习的能力，其核心在于模型的结构设计和对数据的深度挖掘。无论是图像分类、语音识别，还是

个性化推荐，深度学习都以其强大的建模能力在众多领域取得了卓越成果。深度学习模型的核心

是多层神经网络，它通过输入层、隐藏层和输出层的协作，从数据中自动提取和学习特征，逐步

完成复杂任务。 

1．输入层 

输入层接收原始数据，是模型与外界交互的入口。例如，对于图像分类任务，输入层接收的

是图片的像素值；对于语音识别任务，则是音频信号的频率信息。 

2．隐藏层 

隐藏层是模型处理信息的核心部分，由多个“人工神经元”组成，层与层之间通过权重和激

活函数传递数据。每层隐藏层都会提取数据中的不同特征。 
（1）前几层通常识别基础特征，如图像中的边缘、线条或音频中的节奏模式。 
（2）中间层负责组合这些基础特征，构成更高级的模式。 
（3）后几层整合复杂特征，为输出层提供全面的信息。 

3．输出层 

输出层根据隐藏层提取的特征，完成最终的任务。例如，在图像分类中，输出层会给出图片

属于某个类别的概率；在语音助手中，输出层则生成用户的文字指令。 
深度学习在人工智能领域表现卓越，与其以下特点密不可分。 
（1）分层设计，逐步提取特征。深度学习通过多层结构逐步提取数据的特征，从简单到复杂，

层层深入。例如，在文本分类任务中，前几层提取单词特征，中间层分析句法结构，最后几层理

解文本语义。 
（2）自动学习特征。与传统机器学习不同，深度学习不需要人为设计特征。模型可以直接从

数据中学习重要信息。例如，在医学影像分析中，模型能够自动发现病灶特征，而无须医生手动

标注。 
（3）处理非线性问题。深度学习通过非线性激活函数，能够处理特征之间复杂的非线性关系。

例如，在情感分析中，它可以捕捉到语气、词义等多维度的信息。 
（4）高效处理大规模数据。深度学习能够处理海量高维数据。例如，在天文学中，模型可以

从大量观测数据中识别星系和恒星的特征。 
（5）泛化能力强。深度学习通过正则化等技术，能够减少过拟合，提高对未见数据的预测能

力。例如，在自然语言处理中，模型可以准确翻译从未见过的句子。 
深度学习模型的结构和特点为其在多个领域的应用提供了坚实的基础。多层神经网络的设计

使得深度学习能够高效提取数据特征并逐步优化，而自动特征学习和非线性问题的处理能力进一

步增强了模型的表现力。从推荐系统到医学诊断，深度学习正以前所未有的方式推动科技进步，
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展示出无限的潜力。 

案例：智能垃圾分类系统 
1．项目目标 
设计深度学习的模型，能够实现智能垃圾分类系统，该系统通过识别垃圾的种类，自动将垃圾分配到

正确的回收区域。 
2．项目步骤 

（1）输入层：垃圾图像数据。 
输入的是垃圾的照片，这些图像经过预处理，调整大小（如 128 像素×128 像素）并归一化处理，转

化为深度学习模型可以处理的数字格式。 
（2）隐藏层：逐层提取垃圾特征。 
① 第一层隐藏层：提取基本形状和纹理特征，如识别图像中圆形轮廓（可能是罐子）或矩形轮廓（可

能是纸箱）。 
② 第二层隐藏层：捕捉材质特征，分析垃圾的材质特性，如塑料表面的光滑纹理、金属的反光、纸

张的纹路等。 
③ 第三层隐藏层：组合多维信息，将形状、材质等特征组合起来，区分不同类型的垃圾。例如，金

属饮料罐和塑料瓶可能有相似的形状，但材质特性不同。 
（3）输出层：分类结果。 
输出层根据隐藏层提取的特征，给出垃圾的分类结果，如“这是一个塑料瓶”“这是一个金属罐”等。 

3.3  深度学习的技术分支 

在各行各业中，人工智能正逐渐从“工具”向“智能助手”转变。例如，自动驾驶系统能够

实时分析道路环境并做出决策，语音识别系统可以将人类语言精准转换为文字，推荐系统则能够

根据用户行为提供个性化内容。这些看似不同的应用场景，其背后都依赖深度学习中多种技术分

支的协同配合。无论是处理图像、理解语言，还是分析数据变化趋势，每项任务都需要对应的深

度学习方法来实现。 
深度学习包含多个具有代表性的技术方向，它们在不同任务中各展所长。卷积神经网络（CNN）

擅长图像处理，能够提取图像中的边缘、纹理和形状等特征，广泛应用于目标识别、人脸检测等

领域。循环神经网络（RNN）适合处理时间序列数据，如气象预测、金融走势分析等，能够捕捉

数据随时间变化的模式。生成对抗网络（GAN）结合了生成器和判别器的结构，能够生成逼真的

图像、音频等内容，常用于图像合成、风格迁移等场景。自编码器（Autoencoder）是一种用于无

监督学习的神经网络结构，可用于降维、去噪和特征提取，常在数据预处理阶段发挥作用。

Transformer 架构则以其优异的序列建模能力，被广泛用于自然语言处理任务，如机器翻译、文本

摘要、问答系统等。图神经网络（GNN）能够处理图结构数据，适用于社交网络分析、推荐算法、

知识图谱等领域。此外，深度强化学习结合深度神经网络与强化学习策略，能够驱动智能体在复

杂环境中进行自主学习与决策，如游戏博弈、智能制造、路径规划等任务中均有应用。这些深度

学习的技术分支共同构成了智能系统的基础，使人工智能在图像识别、语音理解、语言生成、行

为决策等多个领域得以快速发展与广泛应用。 
本节将详细探讨这些技术分支的基本原理及其在实际场景中的应用，帮助读者理解深度学习

如何解决复杂问题，并推动行业发展。 

3.3.1  图像的解码者：卷积神经网络 
卷积神经网络（CNN）是一种专门用于处理图像和视频等结构化数据的深度学习模型。它通
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过模仿人类视觉系统，能够自动提取图像中的特征，如边缘、纹理和形状，再通过层层深入的分

析，将这些特征组合起来，识别复杂的模式。CNN 的关键步骤如下。 
（1）输入数据：接收输入数据（如图像、视频帧或其他形式的数据），假设为一个多通道的矩

阵（例如，RGB 图像为一个包含 3 个通道的二维矩阵）。 
（2）卷积操作：使用卷积核（滤波器）在输入数据上进行滑动操作，提取局部特征（如边缘、

纹理、颜色等）。每次卷积操作会产生一个特征图，帮助提取不同尺度的局部信息。 
（3）池化层：对特征图进行池化操作（如最大池化或平均池化），缩小数据维度，减少计算复

杂度，并保留最显著的特征。池化操作有助于减少模型对位置和变换的敏感性。 
（4）多层卷积与池化：通过多层卷积和池化操作，逐步提取更复杂的特征。从简单的局部特

征（如边缘、纹理）到高级特征（如物体形状、空间关系等），每层都帮助模型从低级到高级的层

次逐步理解数据。 
（5）全连接层：将经过卷积和池化层提取的特征展平，传入全连接层进行整合，形成高层次

的抽象表示。全连接层负责将提取的特征映射到最终的输出空间，通常用于分类或回归任务。 
（6）输出结果：通过输出层生成最终的预测结果。根据任务的不同，输出可以是类别标签、

回归值或其他类型的预测。 

知识小贴士 
（1）卷积核（滤波器）是一个小矩阵，它在图像上滑动，每次滑动时与图像中的一个小区域进行运算。

通过将该区域内的像素与卷积核的权重相乘并求和，得到一个新的数值，从而形成一张新的特征图。这种

操作能够提取图像中的关键特征，如边缘、纹理或形状等。简单来说，卷积核就像一个“观察窗”，帮助

计算机识别图像中重要的局部特征。 
（2）池化操作是一种对特征图进行降维的操作。它通过在特征图上取固定大小的区域（如 2×2），在

每个区域内应用某种函数（如取最大值或平均值），得到一个代表该区域的值。这样可以在保留主要特征

（如边缘或纹理）的同时，减少数据的维度，降低计算量，并提高模型对小幅图像变换的稳健性。池化可

以看作一种“压缩”信息的过程，帮助计算机更高效地处理图像数据。 
（3）特征展平是将多维的特征图（如多个通道、高度和宽度）转换为一维向量的过程。经过卷积和池

化后，图像中的信息通常是一个三维矩阵。展平操作将这些数据“拉直”，变成一长串数字，为后续的全

连接层输入做好准备。这个过程就像把折叠的立体图像数据“摊平”，让神经网络的后续层可以像处理普

通向量一样对其进行分类或回归等。 

在实际应用中，通过使用 CNN 对图像进行分析，可以有效提取并分类不同特征。 

案例：分析卫星图像 
1．项目目标 
分析和设计使用 CNN 进行卫星图像分析的过程。 
2．项目步骤 

（1）输入图像：图像包含建筑物、道路、植被和水体等地貌信息，作为 CNN 的输入数据。 
（2）卷积操作：滤波器识别出建筑物的方形轮廓、道路的连续直线特征，以及植被区域的松散纹理特

征。 
（3）池化层：将建筑物边缘的直线特征压缩为更小的表示，忽略水体和阴影等无关信息，如图像尺寸

从 512 像素×512 像素缩小到 128 像素×128 像素。 
（4）多层卷积与池化。 
① 第一层识别简单边缘，初步区分建筑物和道路。 
② 第二层识别建筑物的矩形结构和屋顶形状。 
③ 第三层分辨建筑物与周围植被或其他地貌的差异。 

（5）全连接层：综合建筑物特征，分类像素区域为“建筑物”“道路”“植被”“水体”。 
（6）输出结果：标注后的图像，建筑物区域标红色、道路标黄色、植被标绿色、水体标蓝色。 
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CNN 在多个领域的广泛应用展示了其强大的图像识别与处理能力，如在图像分类和目标检测

等方面。 

卷积神经网络的应用场景： 
（1）图像分类：CNN 可以识别图片的类别，如判断图像中是“猫”“狗”还是“汽车”。在医疗领域，

它被用于分析 X 线片，判断是否存在肿瘤；在零售业中，可识别商品类别，提供智能推荐服务。 
（2）目标检测：不仅识别图片中的物体，还能标注出其具体位置。这项技术在安防监控中用于定位视

频中的行人或车辆；在自动驾驶中可识别交通标志、障碍物和行人。 

卷积神经网络是处理图像数据的利器，通过模仿人类视觉的分层处理机制，它从简单的边缘

和纹理到复杂的对象识别，逐步解码图片内容。无论是图像分类、目标检测，还是图像生成，CNN
都展现出了强大的能力。它的诞生不仅让机器更“聪明”，也让人工智能更深入地融入人们的生活。 

3.3.2  序列的编织者：循环神经网络 
循环神经网络（RNN）是一种专门用于处理序列数据的神经网络，其特点是能够记住之前的

信息并将其应用于当前的计算。与传统神经网络不同，RNN 具有循环连接结构，每个节点不仅接

收当前输入，还参考上一时刻的输出。这使得 RNN 特别适合处理有时间关系或序列特征的数据，

如语音、文本和时间序列。RNN 的关键步骤如下。 
（1）输入数据：RNN 接收按时间顺序排列的序列数据作为输入，并在每个时间步依次处理一

个数据点。每个时间步的输入通常是一个向量，代表该时刻的特征，如连续的温度值、股市价格

或传感器读取值等。 
（2）隐藏状态更新：在每个时间步，RNN 根据当前的输入向量和上一时间步的隐藏状态，更

新当前的隐藏状态。这个隐藏状态作为对过去信息的记忆，有助于模型捕捉序列中的时间依赖性

和上下文信息。 
（3）输出预测：每个时间步的隐藏状态可以用于生成一个输出，该输出可能是当前时间步的

分类结果、预测值，或者下一时间步的预估值，具体取决于任务类型。RNN 通过当前输入和隐藏

状态的结合，实现对序列的动态建模。 
（4）权重更新：RNN 通过将预测结果与真实标签进行比较，计算误差，并使用通过时间的反

向传播（Back Propagation Through Time，BPTT）算法，将误差反向传播至每个时间步，以便更新

网络中的权重参数。该过程不断优化模型性能，提高其对时间序列数据的建模能力。 
（5）完成任务：RNN 通过在多个时间步上连续进行预测或分类，最终完成具体任务，如序列

预测、时间序列回归、情感分析或语音识别等。RNN 对序列上下文的记忆能力，使其在处理依赖

时间顺序的信息时具有显著优势。 

知识小贴士 
“隐藏状态”可以理解为一个记忆盒子，它记录了之前所有输入的信息。在处理时间序列数据时，RNN

会在每个时间步更新这个“记忆盒子”，将当前输入与之前的信息结合起来，形成一个新的状态。这个“记

忆盒子”帮助网络记住过去的关键内容，并影响当前的判断和预测。简单来说，隐藏状态就是网络用来“记

住”过去信息的地方，它帮助网络做出更准确的决策。 

以下算法流程适用于各种时间序列预测任务，如天气预测、股票行情分析、用电量预测等。 

案例：预测每日用电量 
1．项目目标 
分析和设计使用 RNN 预测每日用电量的过程。 
2．项目步骤 

（1）输入数据：模型接收过去一周的每日用电量数据作为输入，如[30, 35, 40, 38, 42, 45, 43]（单
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位：kW·h），每个数值代表一天的总用电量。这些数据构成了一个时间序列，输入到 RNN 中进行逐

步处理。 
（2）隐藏状态更新：在模型处理到第 5 天的数据（42kW·h）时，会根据当前输入（第 5 天的用电量）

与第 4 天计算得到的隐藏状态共同生成新的隐藏状态，从而在内部表示中保留了第 1～5 天的时间依赖特

征。这个隐藏状态承载了序列历史信息，用于后续的预测任务。 
（3）输出预测：以第 5 天的隐藏状态为基础，模型预测第 6 天的用电量，并输出 45kW·h 作为结果。

在此示例中，预测值与实际值（45kW·h）一致，说明模型能够较好地捕捉近期用电趋势。注意，该预测

过程为示例，实际训练初期可能存在较大误差。 
（4）权重更新：如果模型在第 7 天预测的用电量为 41kW·h，而实际值为 43kW·h，就会通过误差

计算，使用通过时间的反向传播（BPTT）算法将误差信息反向传播回模型，调整网络的权重参数，从而

提升未来预测的准确性。 
（5）完成任务：在经过训练和调整后，模型可用于预测接下来几天的用电量。例如，预测第 8～10 天

的结果为[44, 46, 45]（单位：kW·h）。这些预测结果可为电网运营商提供依据，优化电力调度计划，避免

供电不足或资源浪费。 

RNN 在多个领域有广泛应用，特别擅长处理与时间相关的数据。 

循环神经网络的应用场景： 
（1）语言模型与文本生成：RNN 可以构建语言模型，通过学习大量文本中的上下文信息来预测下一

个词或字符，从而生成连贯的句子或段落。例如，在给定开头词语的基础上，RNN 可以自动生成一首诗

或一句完整的话。这种能力使其广泛应用于文本补全、自动写作、聊天机器人等自然语言生成任务。 
（2）视频分析：在视频理解任务中，RNN 常与 CNN 结合使用，即 CNN 负责提取每帧的图像特征，

RNN 则建模这些帧序列中的时间依赖关系。RNN 能够识别视频中动作的动态变化，如判断人物是否在跳

跃、跑步或挥手等，从而广泛应用于行为识别、视频描述生成及视频事件预测等任务。 

RNN 以其强大的序列处理能力，成为理解时间依赖关系的关键工具。无论是文本生成、语音

识别，还是时间序列预测，RNN 都展现了广泛的应用潜力。通过捕捉过去信息并结合当前输入，

RNN 就像一位“编织者”，为数据的时间关系赋予意义，让深度学习模型能够更加智能地处理连

续数据。 

3.3.3  攻防博弈的艺术：对抗神经网络 
对抗神经网络（GAN）是一种由生成器和判别器组成的深度学习模型，其核心理念是通过相

互对抗的方式进行训练。生成器负责生成逼真的数据（如图片或文本），试图欺骗判别器；判别器

则负责辨别数据是真实的还是生成的。两者在对抗中不断优化，生成数据的质量也随之提高。GAN
的关键步骤如下。 

（1）模型构建：GAN 由两部分组成，即生成器（Generator）和判别器（Discriminator）。生成

器以随机噪声作为输入，尝试生成具有真实感的样本；判别器则接收真实样本与生成器输出的样

本，并判断其来源是否真实。两者在训练中相互对抗，生成器试图“欺骗”判别器，而判别器努

力辨别真假样本。 
（2）生成初始数据：在训练初期，生成器接收随机噪声向量并生成初始数据。这些初始样本

通常缺乏结构性、细节模糊，与真实数据相差较大。随着训练的不断进行，生成器逐步学会数据

的分布特征，能够生成更接近真实的数据样本。 
（3）判别器学习：判别器通过对真实样本和生成样本进行分类训练，不断提升其识别能力。

其目标是尽可能准确地区分出生成器输出的伪造样本与真实样本。训练初期，判别器通常较容易

识别差异，但随着生成器性能的提升，判别器的判断将变得更加困难。 
（4）生成器优化：生成器根据判别器的反馈信号调整自身参数，优化生成样本的质量。它的

目标是最大限度地“欺骗”判别器，使生成的数据难以被判别器区分。这一过程通过反向传播和
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梯度下降实现，从而使生成样本越来越逼真。 
（5）对抗训练：在整个训练过程中，生成器与判别器不断对抗、交替优化。生成器力图生成

更真实的样本以欺骗判别器，判别器则致力于提高识别准确率。这种“博弈式”的对抗机制促使

双方不断进步，推动模型整体性能提升。 
（6）训练完成：当生成器生成的样本与真实样本在判别器看来几乎无差别，即判别器无法显

著优于随机猜测（如准确率接近 50%）时，认为训练达到了平衡状态。在这种情况下，生成器已

具备生成高质量、逼真数据的能力。需要注意的是，这一收敛状态通常难以精确判定，实际应用

中常结合生成样本质量和判别器损失趋势进行评估。 

案例：转换图片风格 
1．项目目标 
分析和设计使用对抗神经网络（GAN）将普通照片转换为手绘风格的人物肖像的过程。 
2．项目步骤 

（1）模型构建：搭建一个图像转换模型，包含生成器和判别器两部分。生成器接收普通照片作为输入，

输出具有手绘风格的图像；判别器接收真实的手绘图像与生成器生成的图像，并判断输入图像是否为真实

作品。该模型可基于条件 GAN 构建。 
（2）生成初始图像：训练初期，生成器输出的图像通常较为模糊，可能仅具有大致轮廓，缺乏五官细

节、笔触特征或阴影结构。此时，判别器能够轻松识别其为非真实图像。 
（3）判别器学习：判别器不断学习识别生成图像中的不自然之处，如五官比例异常、阴影错位、笔触

不连贯等，从而更准确地区分真实手绘图像与生成图像。 
（4）生成器优化：在判别器反馈的引导下，生成器逐步优化其输出图像的细节表现，学习手绘风格中

的关键元素，如柔和的线条、富有表现力的阴影和艺术化的背景处理，使生成图像更接近真实手绘效果。 
（5）对抗训练：通过持续的对抗训练，生成器不断提升图像的真实性，判别器则持续强化其判别能力。

两者在博弈中共同进步，使得生成图像愈加逼真，判别器也越来越难以判断图像真伪。 
（6）训练完成：当生成器生成的图像在风格、细节和构图等方面已接近真实手绘图像，并能“欺骗”

判别器时，可认为模型训练达到预期目标。此时，系统能够将输入的普通照片转换为风格独特、细节丰富

的手绘风格肖像图像。 

这个过程可广泛应用于生成图像、文本、音频等数据的任务，尤其是在图像生成、数据增强

等领域展现出强大的能力。 

对抗神经网络的应用场景： 
（1）图像生成与虚拟创作：GAN 可以基于随机噪声或特定输入条件生成高质量图像，实现从数据分

布中学习“以假乱真”的图像内容。例如，GAN 可用于生成虚拟人脸、自然风景图像等。 
（2）创意设计与娱乐：GAN 在多个创意领域展现出强大的生成能力。例如，GAN 可用于生成风格化

的虚拟角色形象、创作背景音乐，以及构建游戏地图或关卡内容，提升游戏设计的多样性与效率。 

对抗神经网络通过生成器与判别器的博弈，将深度学习带入了一个“想象与创作”的新领域。

从图像生成到艺术创作，GAN 让机器能够模拟人类的创造力。尽管训练过程具有挑战性，但它的

多样化应用和强大能力使其成为深度学习研究与实践中的重要工具。这种攻防博弈的艺术，正在

改变人们与人工智能交互的方式。 

3.3.4  数据维度的压缩大师：自编码器 
自编码器（Autoencoder）是一种特殊的神经网络，主要用于数据的压缩和重建。它的结构由

两部分组成：编码器将输入数据压缩成低维的特征表示；解码器则试图从这些特征还原出原始数

据。自编码器的特点在于无须标签就能够从无监督的数据中学习到隐藏的模式和结构。此外，它

在降维、去噪和生成新数据等任务中表现出色，如压缩图片或从噪声中恢复清晰的图像，为数据

处理和分析提供了强大支持。Autoencoder 的关键步骤如下。 
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（1）输入数据：自编码器接收原始数据作为输入，如图像、文本或其他类型的数据。通过数

值化处理，数据被表示为矩阵或向量的形式，使其能够被神经网络处理。 
（2）编码过程：编码器由一组神经网络层组成，用于将高维输入数据压缩为一个低维特征向

量。在这一过程中，模型提取出数据中的主要结构特征，去除冗余信息。 
（3）潜在表示：编码器的输出被称为潜在表示，它是对原始数据的精简表达，保留了最核心

的信息，常用于后续的数据重建、聚类或可视化等任务。 
（4）解码过程：解码器接收潜在表示作为输入，并通过神经网络将其还原为尽可能接近原始

输入的高维数据，实现对输入数据的重建。 
（5）损失函数：自编码器通过计算输入数据与重建数据之间的重建误差（如均方误差）来

评估模型性能。通过反向传播不断优化网络参数，使重建结果更加精确，提高数据压缩与还原

的质量。 

案例：修复图片 
1．项目目标 
分析和设计使用 Autoencoder 修复图片的过程。 
2．项目步骤 

（1）输入图片：输入为一张 128 像素×128 像素的家庭合影图片，拍摄于生日场景，存在轻微模糊与

局部亮度不均问题，作为模型修复对象。 
（2）编码过程： 编码器通过神经网络将图片压缩为一个 256 维的潜在特征向量，从中提取颜色分布、

轮廓结构与背景纹理等关键视觉信息，去除冗余数据。 
（3）潜在表示： 该 256 维特征向量是图片的低维表达，保留了最具代表性的结构信息，如人物姿态、

物体轮廓与场景构图，作为后续解码的基础。 
（4）解码过程： 解码器利用潜在向量重建出 128 像素×128 像素的图片，通过神经网络逐步恢复图片

细节，修复模糊区域与光照偏差，使输出图片更自然清晰。 
（5）损失函数： 训练过程中通过计算原始图片与重建图片之间的重建误差（如均方误差）来评估模

型性能。模型不断优化参数，降低损失值，提高图片修复质量。 

这种算法广泛应用于数据降维、特征提取、去噪、图像重建等领域。 

自编码器的应用场景： 
（1）数据降维：自编码器能够将高维数据压缩到低维空间，便于分析和可视化。例如，在基因数据分

析中，可以提取数千个基因表达数据的关键特征；在推荐系统中，通过降维用户行为数据提高推荐效率。 
（2）异常检测：自编码器通过学习数据的常规模式，能够识别异常样本。例如，用于信用卡欺诈检测

时，可以识别出不寻常的交易行为；在工业设备监控中，发现可能故障的设备状态。 

自编码器通过压缩和还原数据，成为处理高维数据的利器。无论是降维、去噪、异常检测，

还是生成新样本，自编码器都展现出了强大的能力。它不仅是深度学习中的“压缩大师”，还为解

决复杂的数据问题提供了巧妙须实用的工具，让数据分析与挖掘更具价值。 

3.3.5  语言的解码者：Transformer 
Transformer 是一种用于处理序列数据（如文本、语音等）的深度学习模型。它摒弃了传统循

环神经网络的逐步处理方式，通过引入多头注意力机制，能够并行处理序列数据中的不同部分，

捕捉长距离依赖关系，显著提升了训练速度和效率。Transformer 能够捕捉序列中全局依赖关系，

灵活处理长距离信息，从而理解复杂语义。同时，其架构适用于多种任务，从自然语言处理到时

间序列分析，为现代语言模型奠定了基础。Transformer 的关键步骤如下。 
（1）输入嵌入：Transformer 模型无法直接处理原始文本或符号数据，需先将其转化为固定维
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度的数值表示。输入嵌入层将每个输入项（如词或子词）映射为一个向量，该向量表示该词在语

义空间中的位置，便于后续模型处理。 
（2）位置编码：由于 Transformer 架构本身不包含循环或卷积结构，因此缺乏处理位置信息的

能力。为保留序列顺序，模型在输入嵌入中加入位置编码，表示每个输入项在序列中的相对或绝

对位置。常用的做法包括正弦-余弦函数编码或可学习的位置向量。 
（3）多头注意力：多头注意力机制使模型能够在不同的表示子空间中并行捕捉序列各位置间

的依赖关系。每个“头”通过独立的线性变换和注意力计算，学习输入中不同方面的特征；所有

头的输出拼接后再整合，增强了模型对全局上下文的建模能力。 
（4）前馈网络：在每个 Transformer 层中，注意力模块之后连接一个前馈神经网络，该网络对

每个位置的表示进行独立处理，进一步增强特征的非线性表达能力。 
（5）编码器：由多个结构相同的编码器层堆叠组成。每层包含多头自注意力机制和前馈网络

两部分，并配有残差连接和层归一化。编码器逐层提取输入序列中的语义特征，生成上下文相关

的向量表示，供解码器使用。 
（6）解码器：与编码器结构类似，也由多层堆叠组成。每层包含 3 个部分：自注意力模块、

与编码器输出的交叉注意力模块、前馈网络。解码器在生成每个输出词时，结合已生成的部分和

编码器的上下文信息，逐步构造目标序列，如翻译文本或摘要。 
（7）输出结果：解码器最后一层的输出经过线性变换与 softmax 层，生成每个位置上词汇的

概率分布。模型根据该分布选择输出词，逐步生成完整的目标序列，应用场景包括文本翻译、问

答系统、对话生成等。 

案例：推荐电影 
1．项目目标 
分析和设计使用 Transformer 向用户推荐电影的过程。 
2．项目步骤 

（1）输入嵌入：用户的观影记录是《A 电影》和《B 电影》，嵌入后表示为向量，如《A 电影》→ 
[0.7, 0.4, 0.8, …]。 

（2）位置编码：《A 电影》加入位置编码后变为 [0.1, 0.0, -0.1, …]，《B 电影》变为 [0.2, 0.1, -0.2, …]。 
（3）多头注意力：多头注意力机制发现《A 电影》和《B 电影》类型相似，用户偏好“超级英雄”

主题。 
（4）前馈网络：用户偏好“动作、科幻”类型和“超级英雄、冒险”主题，兴趣向量为 [0.8, 0.5, 0.6, …]。 
（5）编码器：总结用户喜欢“科幻动作片、超级英雄主题”。 
（6）解码器：推荐列表依次为《C 电影》《D 电影》《E 电影》。 
（7）输出结果：最终推荐电影为 1—《C 电影》、2—《D 电影》、3—《E 电影》。 

这种算法流程适用于各种任务，如机器翻译、文本生成、图像生成等。Transformer 模型通过

多头注意力和并行计算的优势，能够有效地处理长距离依赖和大规模数据。 

Transformer 的应用场景： 
（1）机器翻译：Transformer 在机器翻译任务中表现出色。例如，Google 翻译和 DeepL 等在线工具通

过它将英文句子精准流畅地翻译成中文或其他语言，并支持多语言间的高质量互译。 
（2）文本生成：Transformer 能根据上下文生成流畅的文本，如新闻摘要或对话内容。例如，它可以

用来快速总结长篇新闻为简短摘要，也能驱动智能聊天机器人生成自然的对话回复。 

Transformer 通过多头注意力机制解锁了深度学习处理语言的全新能力。无论是语言翻译、

文本生成，还是情感分析和推荐系统，Transformer 都展现了卓越的性能。它不仅推动了自然语

言处理的快速发展，也启发了许多新模型和新技术的诞生，成为语言理解和生成任务中不可或

缺的工具。 
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3.3.6  结构的解析者：图神经网络 
图神经网络（GNN）是一种专门用于处理图结构数据的深度学习模型，能够同时捕捉节点（点）

之间的关系以及图的整体结构特征。与传统神经网络不同，GNN 不仅关注单个数据点的特征，还

能有效利用节点之间的连接信息。它通过逐层的信息传播与聚合机制，从邻居节点中提取有用信

息，从而学习复杂的图结构表示。GNN 的关键步骤如下。 
（1）图的表示：GNN 以图结构为输入，其中节点代表具体的实体（如用户、物体、地点等），

边表示实体之间的关系或交互（如社交关系、物理连接、通信频率等）。 
（2）节点特征初始化：为每个节点分配初始特征向量，通常用于表示节点的基本属性信息，

如用户的活跃度、物体的类别标签、地理位置等。这些特征向量是模型学习的输入基础。 
（3）信息传播：通过多层网络结构，GNN 在每层中让节点与其邻居节点进行信息交换。每个

节点会根据邻居节点的特征逐步聚合信息，并不断更新自身的表示向量。 
（4）特征聚合：在每层中，节点使用某种聚合函数（如求和、平均、最大池化等）将自身特

征与邻居节点的特征合并，生成新的节点特征表示。这一操作确保模型能够捕捉到局部结构中的

重要信息。 
（5）图嵌入：经过多层的信息传播与聚合，节点的特征向量逐步融合了邻居及更远节点的信

息，最终形成具有丰富上下文语义的节点嵌入向量。这些向量既包含局部结构信息，又蕴含一定

的全局特征。 
（6）节点预测：基于每个节点的嵌入向量，模型可以执行多种下游任务，如节点分类、节点

属性预测、节点回归、社区发现等。嵌入向量作为节点的综合表示，是进行预测与分析的关键

依据。 

案例：识别关键用户 
1．项目目标 
分析和设计使用 GNN 识别高影响力的关键用户的过程。 
2．项目步骤 

（1）图的表示：节点表示用户，边表示用户之间的好友关系，如 A 用户与 B 用户互相关注构成一条

边。 
（2）节点特征初始化：每个节点初始特征向量表示用户属性，如活跃度或发帖频率。A 用户初始特征

向量为[发帖频率: 5 次/天, 点赞数: 100, 评论数: 50]。 
（3）信息传播：A 用户从好友 B 和 C 用户学习到高互动性，更新自身特征。 
（4）特征聚合：A 用户的聚合特征更新为[发帖频率: 5.5 次/天, 点赞数: 150, 评论数: 80]。 
（5）图嵌入：A 用户的嵌入向量为[0.8, 0.6, 0.7]，概括了活跃度和好友互动特性。 
（6）节点预测：A 用户的影响力得分为 0.85，高于其他用户，被识别为高影响力的关键用户。 

这种算法适用于各种图结构数据的处理和分析任务，如社交网络分析、知识图谱推理、推荐系

统、图像分割等，利用图神经网络的特点，能够有效捕捉图中复杂的结构信息和节点间的依赖关系。 

图神经网络的应用场景： 
（1）化学结构分析：GNN 在新药研发中扮演重要角色。例如，将分子视为图结构，GNN 能够预测新

分子的毒性和活性，帮助筛选药物；在材料科学中，GNN 还能分析分子结构，设计出性能优异的新材料。 
（2）交通网络优化：在智慧城市建设中，GNN 被用于交通优化。例如，通过分析交通网络的历史数

据，GNN 能够预测未来的交通流量；同时，它能为自动驾驶系统设计最优行驶路径。 

GNN 为处理复杂关系网络提供了一种高效而精妙的方式。无论是社交网络、分子分析，还是

交通优化，GNN 都展现了卓越的能力。通过捕捉节点和边之间的深层次关联，GNN 为机器打开

了理解图结构的大门，让数据中的“关系”不再是难题，而是解决问题的钥匙。 
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3.3.7  决策的最优策略：深度强化学习 
深度强化学习（Deep Reinforcement Learning，DRL）是将强化学习与深度学习相结合的技术，

通过智能体与环境的交互，利用深度学习的特征提取能力和强化学习的试错机制，优化智能体的

决策策略，使其能够在复杂环境中实现高效决策。它通过让智能体（Agent）在环境中与目标交互，

不断试错、学习，并优化决策策略，从而在复杂的动态场景中实现最优目标。深度强化学习赋予

了机器在未知环境中探索与学习的能力，使其在自动驾驶、机器人控制、游戏 AI 等领域展现了巨

大潜力。DRL 的关键步骤如下。 
（1）定义环境和智能体：确定环境（外部场景）和智能体（做出决策的主体）。环境提供状态

和奖励，而智能体根据当前状态选择行动，执行后影响环境。 
（2）表示状态：通过神经网络对环境中的信息进行处理，将环境的状态特征转化为模型可以

使用的输入表示，帮助智能体理解当前所处的情境。 
（3）选择动作：智能体根据当前状态，通过策略网络或价值网络选择合适的动作。策略网络

用于直接选择动作，而价值网络基于状态评估选择最优动作。 
（4）执行动作并获得反馈：智能体执行选择的动作，环境状态发生变化，并根据新状态提供

奖励或惩罚，作为智能体优化决策的反馈信号。 
（5）更新策略：通过神经网络的反向传播算法，根据奖励信号调整策略网络或价值网络的参

数，从而优化智能体未来的决策行为。 
（6）重复训练：通过多次试验、反馈与优化，智能体不断调整和改进其策略，逐渐趋向最优

决策，最终学会在环境中做出最有效的行为决策。 

案例：自动驾驶 
1．项目目标 
分析和设计使用 DRL 进行自动驾驶的过程。 
2．项目步骤 

（1）定义环境和智能体：在自动驾驶系统中，环境包括道路、车辆、交通标志等，智能体是自动驾驶

算法，依赖传感器感知状态。 
（2）表示状态：摄像头和传感器采集数据，如车速、车道线位置，将这些信息转化为特征输入深度网络。 
（3）选择动作：自动驾驶系统在当前状态下选择“加速”、“减速”或“转向”等动作，如检测前方障

碍物后选择减速。 
（4）执行动作并获得反馈：成功避开障碍物，系统得到奖励；偏离车道，系统受到惩罚。 
（5）更新策略：系统因减速过晚偏离车道，更新参数以提高对车距和车速的判断能力，优化下一次的

决策过程。 
（6）重复训练：系统在模拟环境中训练，在不同路况（急转弯、拥堵路段）中反复调整策略，学会安

全有效地驾驶。 

这种算法适用于需要决策和策略优化的任务，如游戏 AI、机器人控制、自动驾驶等。通过持

续的互动和自我学习，DRL 能够在复杂环境中逐步找到最优的行为策略。 

深度强化学习的应用场景： 
（1）游戏 AI 优化：深度强化学习在游戏中展现强大能力。例如，AlphaGo 通过深度学习处理棋盘状

态，并结合强化学习不断优化策略，最终实现超越人类的围棋技巧；在《星际争霸》等电子游戏中，它实

时分析海量数据，制定复杂的长远策略。 
（2）机器人控制：深度强化学习帮助机器人在复杂环境中自主完成任务。例如，机械臂通过深度学习

提取视觉数据中的目标信息，并结合强化学习优化抓取动作，适应不同物体形状和材质；四足机器人则通

过学习动态调整步伐，在崎岖地形中实现稳定行走或奔跑。 

深度强化学习通过结合深度学习的特征提取能力和强化学习的试错优化策略，使机器能够在
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复杂环境中自主学习和决策。无论是在游戏、机器人、自动驾驶等领域，还是在能源优化等领域，

深度强化学习都为解决动态问题提供了智能化方案。这种“决策的最优策略”正在不断拓展人工

智能的应用边界，让机器真正具备学习与适应的能力。 

课后练习 

1．下列哪项最能体现多层神经网络的优势？（    ） 
A．快速响应输入变化 B．逐层提取特征以处理复杂任务 
C．依赖规则匹配完成任务 D．自动调整图像分辨率 

2．关于感知器的描述，正确的是（    ）。 
A．可以处理非线性问题 B．由多层神经元组成 
C．可用于识别猫狗图像的复杂背景 D．只能处理线性可分问题 

3．在手写数字识别案例中，多层网络主要通过什么方式识别数字？（    ） 
A．单层逻辑回归分析 B．随机猜测图像类别 
C．多层抽象逐层提取图形结构 D．图像边缘模糊处理 

4．当模型自动学习用户的“观影偏好”并推荐电影，而无须手工设置规则，这体现了深度学

习的哪项优势？（    ） 
A．模型简洁  B．多线程操作 
C．自动特征提取能力 D．减少数据量依赖 

5．下列关于人工神经元的描述，（    ）是正确的。 
A．它只能进行图像处理任务 
B．它通过调节阈值实现非线性变换 
C．它模拟大脑神经元，仅用于传递信号，不参与计算 
D．它的输出永远是 0 或 1 

6．文化机构尝试用 AI 修复模糊或残损的文物照片，使用自编码器网络进行图像增强。请分

析其“编码-解码”机制及在图像还原中的作用。  
7．智能农业企业设计了一款系统，用摄像头拍摄农田，识别作物类型（玉米、小麦、水稻等）。

最初系统使用感知器，仅通过叶片颜色判断作物，效果不理想。后来升级为多层神经网络，识别

准确率大幅提升。请结合模型结构，说明多层网络为什么在此任务中效果更佳？ 
8．某银行监控系统通过视频识别“异常行为”（如可疑徘徊、反复靠近 ATM）。开发团队引

入 RNN 处理视频帧序列。请分析为什么该结构适合此任务，并解释其如何建模行为时间特征。 
9．某城市部署 AI 控制交通灯，在不同车流密度下自动调整红绿灯时长。系统基于深度强化

学习。请分析系统学习机制及其在动态环境中的优势。 
10．某服饰品牌使用 GAN 技术合成虚拟模特照片展示新款衣服。请结合 GAN 的生成器与判

别器原理，解释图像质量为何在训练过程中不断提升。 
 
 

电子
工业
出版
社有
限公
司 

版权
所有
 




